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1. Functional organization and dynamics of chromatin

1.1 Nucleosome structure and assembly

The genetic information of an organism is stored in the DNA nucleotide sequence of every
cell. In bacteria the whole genome consists of 0.5-5 million base pairs (Mb) of DNA
containing 500-4000 genes. In higher eukaryotes the amount of information is much larger.
The human genome, for example, comprises 3.2x109 nucleotides and codes for about 30 000
genes. The total length of the DNA of one human cell is about two meters but must be
packed into a cell nucleus with a typical diameter of 6-10 µm, i.e. the DNA has to be tightly
folded. At the same time the DNA has to be accessible for molecules and complexes of
various sizes during cellular processes like transcription, replication or repair. During mitosis,
where the most condensed conformation state is present, the contour length is about 10 000
times smaller. However, even during interphase when the above-mentioned biological
processes take place, the DNA is already compacted about 1000fold. This enormous
condensation is accomplished by specialized proteins that bind and fold the DNA. These
proteins are divided into two classes: the histones and the non-histone chromosomal proteins
like remodeling factors, HMG proteins, HP proteins and modifying enzymes. Together, the
DNA and these histone and non-histone proteins are called chromatin.

1.1.1 The structure of histones and nucleosomes
Histones are the most abundant proteins within the cell and are responsible for the formation
of the basic building block of chromatin, the nucleosome. A nucleosome consists of about
147 bp of DNA wound around an octamer of histones that comprises two molecules of each
core histone H2A, H2B, H3 and H4. The nucleosomes are connected by a short stretch of
DNA, called linker DNA, leading to a “beads-on-a-string” structure with a repeat length of
about 200 bp in humans. The repeat length can vary from species to species from160 bp
(yeast) to more than 220 bp (higher eukaryotes). This results in an approximately 7-fold
length compaction (Richmond and Davey, 2003). The high-resolution structure of the
nucleosome has been solved by x-ray crystallography (Argents et al., 1991; Davey et al.,
2002; Lugar et al., 1997a) and reveals that the DNA is tightly wrapped 1.65 times around the
disc-shaped histone core. The DNA-histone interactions are stabilized by more than 116
direct and 358 water mediated interactions (Davey et al., 2002; Lugar and Richmond, 1998).
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Figure 1.1  The structure of the
nucleosome. Histones have a core domain
consisting of a-helices that interact to form
the disc-shaped histone octamer. The DNA
double helix is wound around this octamer
1.65 times. Histone tails do not possess a
defined secondary structure and are
therefore only partially resolved by x-ray
diffraction (H2A yellow, H2B red, H3 blue,
H4 green) (Luger et al., 1997a).

Histones are highly conserved, small basic proteins (11-15 kDa) consisting of two major
structural units. The histone fold is required for the structural organization of the octamer and
for DNA binding, while the tails are the main targets for posttranslational modifications. The
histone fold consists of three α helices connected by two loops. These histone folds arrange
in “handshake” form to make up the H2A·H2B dimer and the H3·H4 tetramer, respectively.
Association to histone octamers takes place in the presence of DNA or at high ionic strength
(> 1 M NaCl). The nucleosome has a two-fold symmetry organized along the interface of the
two H3 molecules. In addition, the two H2A dimers also interact with each other and with the
adjacent H3 (Fig. 1.1). Apart from these histone fold cores, each histone has a C-terminal
and an N-terminal tail, which protrude from the nucleosome. Since these tails do not have a
secondary structure, they can only partially be visualized by x-ray crystallography. The tails
interact with linker DNA and with the other nucleosomes, thereby modulating the formation
of higher order structure (Hansen, 2002; Hayes and Hansen, 2001). These interactions are
influenced by posttranslational modifications, like by acetylation, phosphorylation,
methylation or ubiquitination as discussed later in chapter 1.4. These modifications seem to
be responsible for determining chromatin structure and transcriptional activity.
Nucleosomes have little sequence specificity. However, the bending of the DNA helix into
tight turns around the nucleosome requires significant compression of the minor groove.
Since AT-rich sequences are easier to compress, the nucleosome tends to position in such a
way that the AT rich minor grooves are located on the inside of the DNA coil (Widom,
2001).

1.1.2 Histone variants provide additional diversity

A possibility to modulate chromatin structure results from so-called histone variants, which
have a somewhat altered amino acid sequence. Unlike the basic core histones, which are only
expressed in the S phase and deposited during replication, variants are expressed replication-
independently and are incorporated during the whole cell cycle to fulfill special functions. As
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an example, CENP-A (centromere protein A) is an H3 variant that is essential for centromere
structure and function (Ahmad and Henikoff, 2002). H3.3 is used to reactivate genes that
have previously been inactivated by the methylation of lysine 9 of H3 (Ahmad and Henikoff,
2002). H2A.Z is linked to gene activation while macroH2A substitutes H2A in the inactive X
chromosome (Costanzi and Pehrson, 1998). Whereas H3.3 or H2A.Z differ only slightly
from the basic core histones (Ahmad and Henikoff, 2002; Suto et al., 2000), macroH2A has
an additional 25kDa non-histone fold domain (Costanzi and Pehrson, 1998). Up to date only
variants of H2A and H3 are known. Since these two have direct contact with the same type of
histone within the nucleosome, it has been proposed that it is important that only identical
pairs occur within one nucleosome (Suto et al., 2000).

1.1.3 Nucleosome conformation affects chromatin structure

Nucleosome structure strongly influences the folding of chromatin. Parameters like the
entry-exit angle of the DNA at the nucleosome, the exact amount of turns the DNA makes
around the octamer or the length of the linker DNA influence compaction as shown in
“Conformation of reconstituted mononucleosomes and effect of linker histone H1 binding
studied by scanning force microscopy” and by others (Bednar et al., 1998; Kepert et al.,
2003). Histone modifications or binding of other proteins like the linker histone H1 also act
on this level to modulate folding. Therefore much effort has been focused on determining
mononucleosome conformation. Diverse structural and biochemical methods have been used
extensively. Many of these experiments were conducted with native nucleosomes from cell
nuclei. However, the exact composition and modification state of native nucleosomes is not
known and thus structural effects caused by posttranslational histone modifications or
binding of other proteins are hard to determine. Over the last years it became possible to
express the single histones recombinantly in bacteria and assemble nucleosomes by salt
dialysis, or using chromatin assembly factors, allowing the reconstitution of exactly defined
nucleosomes (Ito et al., 1997; Luger et al., 1997b).

1.2 Chromatin fiber folding and assembly

1.2.1 The 30 nm fiber
Unlike the structure of the nucleosome known at the atomic level, the higher order folding of
chromatin is largely unknown. A schematic image of the different compaction levels is shown
in Fig. 1.2.
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Figure 1.2 Chromatin packing. This model shows how DNA is packed into nucleosomes and further
condensed to the 30 nm fiber. This fiber associates into loops or rosettes and higher order structures up to
the totally condensed state found in mitotic chromosomes. However, even the structure of the 30 nm fiber is
not clearly defined and folding into higher order compaction states still needs to be elucidated. (Figure
adapted from (Alberts et al., 1994)).

The extended nucleosome chain termed “beads on a string” structure has a diameter of 10
nm and represents the most open state of chromatin. The next level of compaction into the
so-called 30 nm fiber is not clearly defined. Two major models are proposed: in the solenoid
model, six consecutive nucleosomes constitute one turn of a helix held together by histone-
histone interactions with the linker DNA being bent (Fig. 1.3 A) (Finch and Klug, 1976). In
the zig-zag model shown in Fig. 1.3 B the entry-exit angle of the DNA defines the relative
positioning of the nucleosomes. Here alternate nucleosomes are physically closer to one
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another than adjacent ones and the linker DNA is straight. Biochemical and electron
microscopy studies favor the zig-zag model (vanHolde and Zlatanova, 1996).

Figure 1.3  Solenoid and zig-zag
model of the 30 nm fiber. Neighboring
nucleosomes are indicated (n, n+1). In
the solenoid model (left) it is assumed
that the chain of nucleosomes forms a
helical structure with the linker DNA
bent in between whereas the zig-zag
model (right) postulates straight DNA
linkers that connect nucleosomes
located on opposite sides of the fiber
(image from Helmut Schiessel
(Schiessel et al., 2001a).

Histones were shown to directly participate in the formation of the 30 nm fiber, since
proteolytic removal of all N-terminal tails abolishes fiber formation (Schwarz et al., 1996; Tse
and Hansen, 1997). Only a short stretch of the H4 N-terminus is crucial for this process
(Dorigo et al., 2003), and proteolytic removal of the H3 tail does not alter association (Leuba
et al., 1998). Self-association into the 30 nm fiber is stabilized by the linker histone H1 but a
fiber structure forms also in the absence of linker histones.

1.2.2 Higher order chromatin structure

As indicated in Fig. 1.2, chromatin is compacted into larger loops or rosettes up to the
highest form of compaction in the mitotic chromosomes. This condensed state is necessary
for proper segregation of the chromosomes during cell division. During interphase a looser
state is present. In microscopic images different condensation states can be observed that lead
to differences in density or staining properties. A highly condensed form comprising about
10% of the genome is called heterochromatin. Most of the heterochromatin does not contain



6
                                                                                                                                                    

genes and the genes that are included are usually silenced. Euchromatin is a less compact
state in which most of the interphase chromatin is found, containing the transcriptionally
active genes (Gilbert et al., 2004; van Holde, 1989). Some confusion is caused by the
different interpretations of eu- and heterochromatin. While originally, it has been defined
solely on structural or staining differences observed in the light or electron microscope, more
recently the distinction has been predominantly made depending on gene activity and
biochemical properties. The latter lead to a more general definition of heterochromatin:
biochemical studies have revealed significant differences in the protein composition of the
active and inactive states. While H1, heterochromatin proteins (e.g. HP1) and some histone
variants like CENP-A have been associated with condensed, inactive chromatin or gene
silencing (Ahmad and Henikoff, 2002; Cheutin et al., 2003; Park et al., 2004; Suto et al.,
2000), HMG proteins or histone variants like H3.3 or H2ABbd (Barr body deficient) are
related to the decondensed, transcriptionally active state (Ahmad and Henikoff, 2002;
Chadwick and Willard, 2001). Histone modifications also correlate with gene activation as
discussed in detail in chapter 1.4. Regions that are inactivated by heterochromatin formation
are often cell cycle or tissue specific (Paro, 1990). Heterochromatin has further been
subdivided into two types, the constitutive and the facultative heterochromatin. Constitutive
heterochromatin is enriched in satellite DNA and is stable and conserves its heterochromatic
properties during development and differentiation, whereas facultative heterochromatin can
change to the euchromatic form and thus represents the part of heterochromatin that can be
activated by e.g. histone modifications (Mattei, 2002). Recent studies have shown that hetero-
and euchromatin are separated by borders that inhibit communication between the two
chromatic states. These borders can be separated into two major groups, fixed and so-called
negotiable borders. Fixed borders are established by specific DNA elements (insulators or
boundary DNA elements), which define the position of the boundary and recruit specific
protein complexes responsible for the isolation (West et al., 2002). They result from
interactions with perinuclear substrates or loop formation (Gerasimova et al., 2000).
Negotiable borders arise from the balance of opposing enzymatic activities leading to the
formation of defined histone modifications (Kimura and Horikoshi, 2004; Litt et al., 2001a;
Litt et al., 2001b).
Various methods have been used to analyze the higher order compaction in chromatin.
Biochemical as well as microscopy methods (discussed in chapter 2 and 3) have been applied
in combination with computer simulations to elucidate chromatin conformation. Nevertheless,
the structure and dynamics of chromatin as it is found in the interphase nucleus are still an
important subject of current research.
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 1.3 Chromatin remodeling and histone chaperones

1.3.1 Chromatin assembly factors

Chromatin in the interphase nucleus has a highly dynamic organization. Movements can be
very fast and also cover large distances. These dynamic processes are energy-dependent and
have been related to gene expression as reduced mobility has been correlated with reduced
transcriptional activity (Gasser, 2002). On the nucleosomal level, these movements are due to
the activity of ATP-dependent chromatin remodeling factors. They use the energy of ATP to
translocate nucleosomes on the DNA, thereby allowing access to DNA sequences previously
covered by the nucleosome. Both the deposition of newly synthesized histones onto naked
DNA and the sliding of already assembled nucleosomes requires the activity of assembly
factors. They participate in transcriptional activation and silencing, in DNA replication, repair
and recombination. Through transcriptional regulation they also play a role in the regulation
of cell cycle and differentiation. A great number of such complexes has been characterized
and classified into four groups (Fig. 1.4).

Figure 1.4 The four major subfamilies of chromatin assembly factors. Adapted from (Lusser and Kadonaga,
2003).

The two major classes, the SNF2 subfamily and ISWI subfamily differ significantly in
function and structure. The SNF2 complexes are large (~ 2 MDa) with up to 12 subunits and
tend to disrupt nucleosome structure. They translocate the nucleosome by 50-60 bp and their
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ATPase activity is stimulated by nucleosomes as well as by DNA. The ISWI family
complexes are smaller consisting of two to four subunits and tend to assemble or stabilize
nucleosome structure. They shift the nucleosomes by about 10 bp and are only stimulated by
nucleosomes (Lusser and Kadonaga, 2003). Interestingly a dependence of their activity on
H1 has been shown for members of both families (Ramachandran et al., 2003)(J. Tamkun,
personal communication). Histone acetylation is also essential for the function of chromatin
assembly complexes. The activity of ISWI for example depends on the acetylation of H4
lysine16 (Clapier et al., 2001; Corona et al., 2002; Hamiche et al., 2001).
The members of the CHD1 subfamily are generally responsible for transcriptional repression
and form complexes with DNA-methylases and histone deacetylases. The remodeling activity
of Mi-2 depends on the methylation state of the DNA. INO80 seems to have helicase activity
and participates in transcription and DNA repair. Substitution of H2A by the histone variant
H2A.Z seems to depend on SWR1, an INO80 homolog.
Two mechanisms have been proposed for the movement of nucleosomes along the DNA,
twisting and bulging. In the twisting model only a few histone-DNA interactions are broken
at a time upon twisting of the DNA helix at the entry of the nucleosome. The detached base
pairs on the surface of the nucleosome are replaced by the neighboring ones. The released
base pairs propagate over the surface of the histones leading to the rotation of the DNA
around the axis of the octamer (Widom, 2001). The bulging model proposes that a larger
segment of DNA of about 30-35 bp detaches at the entry/exit site of the nucleosome and
interaction of the free histone surface with neighboring DNA segments leads to the formation
of a DNA loop, which then moves along the surface of the histones (Brower-Toland et al.,
2002; Davey et al., 2002; Schiessel et al., 2001b; Widom, 1998). Remodeling complexes
were shown to introduce superhelical torsion into nucleosomal DNA, suggesting a twisting
mechanism (Havas et al., 2000). However, recent results are in favor of a bulging mechanism
(Strohner et al., 2004). Interestingly HMGB1(a high mobility group protein discussed in
chapter 1.5.2) has been shown to increase the ACF/CHRAC-dependent nucleosome
remodeling activity by localizing at the entry/exit site and pre-bending the DNA (Bonaldi et
al., 2002).
Chromatin assembly factors have been used for in vitro chromatin assembly. In this case
defined components can be mixed allowing analysis of well defined chromatin substrates.
Thus they are a helpful tool in examining chromatin structure in vitro. Activity of the
enzymes can be monitored by measuring their ATPase activity using thin layer
chromatography (Fig. 1.5) as their ability to hydrolyze ATP correlates with their
assembly/rearrangement activity.
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Figure 1.5 Thin layer chromatography of γ-
ATP hydrolysis. Mi-2 and ACF are both
chromatin assembly factors that hydrolyze
ATP. Their activity and therefore ATP
hydrolysis is stimulated by the presence of
nucleosomes (line chr) but not by free DNA.
Significant amounts of free phosphate are only
produced in the presence of chromatin
substrate. The ratio of free phosphate and ATP
is used to determine the activity of the
enzymes (K. Fejes Tóth & K. Rippe,
unpublished data).

1.3.2 Histone chaperones
Histone chaperones bind histones and prevent them from nonspecific, electrostatic
interactions with nucleic acids. This activity appears essential for cell viability, since mixing
of histones and DNA in vitro in the absence of histone chaperones at physiological salt
concentrations leads to rapid aggregation (Nakagawa et al., 2001). Histone chaperones are
highly acidic, which is likely to mediate their interaction with the positively charged histones.
They are conserved and often have special preference for given histones. CAF-1 and Asf1
bind preferentially newly synthesized H3 and H4, whereas NAP1 associates with H2A·H2B
(Chang et al., 1997; Nakagawa et al., 2001). Histone chaperones are often subunits of
chromatin remodeling complexes. NAP1 and nucleoplasmin, for example, cooperate with the
SWI/SNF complex to mediate nucleosome disassembly (Chen et al., 1994; Cote et al., 1994).
Table 1.1 summarizes the most important histone chaperones and their functions.
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Binding interactionsChaperone Functional roles

histones other factors
CAF1 histone chaperone, replication-

coupled chromatin assembly, DNA
repair, silencing, cell-cycle
progression

H3·H4 PCNA, Asf1

Asf1 histone chaperone, replication-
coupled chromatin assembly, DNA
repair, silencing, cell-cycle
progression

H3·H4 CAF1, Brahma, SAS-
I, TAFII-250/CCG1

NAP1 histone chaperone, nuclear import of
histones

H2A·H2B,
(H3·H4)

Kap114, p300

HIR histone gene regulation, histone
chaperone, replication-independent
chromatin assembly, silencing

H2A·H2B,
H3·H4

Asf1

Nucleoplasmin maternal storage of histones in
oocytes, histone chaperone during
rapid replication in early embryo

H2A·H2B,
(H3·H4)

N1/N2 maternal storage of histones in
oocytes, histone chaperone during
rapid replication in early embryo

H3·H4

Table 1.1 Histone chaperones, their functions and binding partners. Adapted from (Haushalter and
Kadonaga, 2003).

The best characterized histone chaperone is the chromatin assembly factor 1 (CAF1), a
heterotrimer that associates with newly synthesized H3 and H4. It promotes  de novo
nucleosome formation on naked DNA during replication or excision repair. It participates in
heterochromatin maintenance and possibly associates with heterochromatin-binding protein 1
(HP1) (Gaillard et al., 1996; Krude, 1995; Martini et al., 1998; Taddei et al., 1999; Verreault
et al., 1996).
The replication coupled assembly factor (RCAF) consists of anti-silencing function 1 (Asf1)
protein and specifically acetylated histones H3 and H4 (Tyler et al., 1999). Asf1 specifically
interacts with CAF1 in the assembly of newly synthesized chromatin (Tyler et al., 2001).
Asf1 also participates in replication independent chromatin assembly (Emili et al., 2001;
Munakata et al., 2000). In addition, it also interacts with chromatin assembly proteins
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(Brahma), transcription factors (TAFII-250/CCG1) and histone acetyltransferases (SAS-I) to
regulate chromatin association state and gene activation (Chimura et al., 2002; Meijsing and
Ehrenhofer-Murray, 2001; Moshkin et al., 2002; Osada et al., 2001).
The main transporter of the H2A·H2B dimer is NAP1 (Ishimi et al., 1984). It is involved in
the import of the H2A·H2B dimer to the nucleus and the deposition of histones onto the
DNA as described in several reviews (Adams and Kamakaka, 1999; Loyola and Almouzni,
2004; Tyler, 2002). NAP1 cooperates with CAF1 in  de novo chromatin assembly by
transporting the H2A·H2B dimer and depositing it after tetramer binding. Various lines of
evidence suggest that NAP1 and the related NAP2 protein are mainly cytoplasmic during G1
and G2 phase with only a small fraction in the nucleus and translocate into the nucleus
during S phase indicating their role in replication (Asahara et al., 2002; Ito et al., 1996;
Miyaji-Yamaguchi et al., 2003; Rodriguez et al., 1997). A detailed analysis of the association
state of NAP1 was conducted with analytical ultracentrifugation as described in "Association
states of nucleosome assembly protein 1 and its complexes with histones" (Fejes Tóth et al.,
2004b). Its effect on chromatin folding and its ability to capture the H2A·H2B dimer released
from chromatin was analyzed by analytical ultracentrifugation and atomic force microscopy.
Results are discussed in "Exchange of histone H2A·H2B dimer in nucleosomes and
chromatin fibers" (Kepert et al., 2004).
Nucleoplasmin and N1/N2 are present in the xenopus oocyte and are essential for storage
and deposition of histones during the rapid cycles of replication in early embryonal
development (Philpott et al., 2000). Homologues of these proteins in yeast or human are not
yet known. A novel factor isolated from human cell nuclei, FACT, is required for efficient
transcription from chromatin templates by the RNA polymerase II. It binds the H2A·H2B
dimer and seems to be responsible for disrupting nucleosome structure during transcriptional
elongation (LeRoy et al., 1998; Orphanides et al., 1998; Orphanides et al., 1999).
Histone chaperones and chromatin assembly factors play a central role in regulating gene
expression, cell cycle and differentiation. Thus, it is not surprising that changes in the
expression of these factors correlate with severe hereditary diseases or cancer. For example it
has been shown that mice lacking the SNF5 protein, a component of the SWI/SNF complex,
stop developing at the peri-implantation stage. Furthermore, heterozygous mice develop
nervous system and soft tissue sarcomas. In the tumors the wild type allele is lost
emphasizing the tumor suppressor function of SNF5 (Klochendler-Yeivin et al., 2000).
Recent studies indicate that CAF1 is a good proliferation marker and prognostic indicator in
malignant and benign breast tumors (Polo et al., 2004).
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1.4. Histone Modifications and DNA methylation

Both DNA and histones can be modified leading to altered gene expression. Nucleosome
modification is a dynamic regulatory process accomplished by many different enzymes.
These enzymes contain conserved catalytic domains, and many of them are only functional in
large multisubunit complexes. The modifications of the histones include the acetylation of
lysines, the methylation of lysines and arginines, the phosphorylation of serines and
threonines, the ubiquitination and sumolation of lysines and the ADP-ribosylation of
glutamic acids (Fischle et al., 2003a; Spencer and Davie, 1999; van Holde, 1989). In addition,
DNA can be methylated (Bird and Wolffe, 1999) (Robertson, 2002). Except for methylation,
all these modifications are known to be reversible (Bannister et al., 2002). A summary of the
most important histone tail modifications is shown in Fig. 1.6.

Figure 1.6 Histone modifications. Ac: acetylation, P: phosphorylation, Me: methylation, Ub: ubiquitination.
(www.histone.com and (Spencer and Davie, 1999)).

1.4.1 Histone acetylation

Acetylation of histone lysines has been shown to influence transcription, DNA replication,
histone deposition, higher order chromatin structure and DNA repair. Acetylation and
deacetylation is performed by specific histone acetyl transferases (HAT) and deacetylases
(HDAC). Histone acetylases use acetyl-CoA to add an acetyl group on the positively charged
lysine residues thereby neutralizing them. In general, acetylation is thought to lead to
transcriptional activation and chromatin decondensation (Dressel et al., 2000) (Richon et al.,
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2000) (Kouzarides, 1999) (Allfrey et al., 1964; Fejes Tóth et al., 2004a), while deacetylation
can be correlated with inactive heterochromatin (Braunstein et al., 1993). However, acetylation
may in sparse cases be responsible for inactivation, while deacetylation has also been shown
to activate some genes (Mariadason et al., 2000). The exact mechanism by which acetylation
of histones causes decondensation is poorly understood but it is likely the result of different
effects. The neutralization of the positive charge decreases the binding of the tails to DNA
and adjacent histone cores while recruitment of proteins that have an acetyl-lysine binding
domain, the so-called bromodomain, probably also contributes to structural changes and the
alteration of gene accessibility.
Histone acetylases have been classified into two large groups, the group A or nuclear type
HATs, which acetylate chromosomal histones and the group B or cytoplasmic HATs, which
acetylate free histones prior to chromatin assembly (Workman and Kingston, 1998). The two
major HAT B proteins are HAT1 and HAT2. They are responsible for the acetylation of
newly synthesized H4 at K5 and K12, which seems to be a prerequisite for nuclear import
and proper assembly. The histone chaperone CAF1 for example specifically recognizes
acetylated histones and thereby transports newly synthesized histones to the replication site
(Sobel et al., 1995; Workman and Kingston, 1998). HAT A are functional in the nucleus in
large multisubunit complexes and involved in transcriptional regulation. The best-described
HATs are Gcn5, PCAF and p300/CBP. Their main targets are H3 and H4, but some also
modify histone H2A and H2B. Non-histones proteins like transcription factors, nuclear
import factors or alpha-tubulin are also subject to acetylation giving an additional mechanism
of transcriptional regulation (Munshi et al., 1998)(for review see (Kouzarides, 2000)).
Furthermore, other histone modifications also influence acetylation. For example, the
phosphorylation of H3S10 enhances K14 acetylation and together, they promote
transcription (Clark et al., 1993).
Histone deacetylases can remove acetyl groups from lysines thereby causing general
deactivation and chromatin condensation. Two large families with HDAC activity have been
described, the SIR2 family of NAD+-dependent HDAC-s required for gene silencing in
yeast and the classical HDAC family. Members of the latter are divided into two groups the
class I (HDAC1, 2, 3 and 8) and class II deacetylases (HDAC4, 5, 6, 7, 9 and 10) (Bjerling et
al., 2002; Braunstein et al., 1993; de Ruijter et al., 2003; Villar-Garea and Esteller, 2004).
Members of the first are expressed in most cell types, while expression of the class II
HDACs seems to depend on the cell type and might be relevant in differentiation and
developmental processes. Most class I deacetylases are nuclear but some have been shown to
be present in the cytoplasm as well, whereas class II members shuttle between the cytoplasm
and the nucleus in response to certain signals (for review see (de Ruijter et al., 2003)).
HDACs can be inhibited reversibly or irreversibly by many different molecules. This leads to
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a global hyperacetylation of histones and has been related to transcriptional activation and
decondensation (Fejes Tóth et al., 2004a; Van Lint et al., 1996). A potent HDAC inhibitor is
Trichostatin A (TSA), a highly toxic fermentation product of Streptomyces, which shows its
inhibitory effect in the nanomolar range. A detailed analysis of the effect of TSA on
chromatin condensation state and cell cycle is described in “Trichostatin A induced histone
acetylation causes decondensation of interphase chromatin” (Fejes Tóth et al., 2004a). Short-
chain fatty acids such as butyrate and valproic acid form a large group of less efficient
inhibitors which have already been successfully applied in cancer therapy (Archer and Hodin,
1999; Cress and Seto, 2000; Kouzarides, 1999; Mahlknecht et al., 2000).

1.4.2 Histone methylation

Methylation of histones has been associated with both gene silencing and activation. Lysine
and arginine residues can be mono-, di- or trimethylated leading to different effects on
chromatin condensation state and transcription. The methylation of lysine 9 in H3 leads to
heterochromatin formation and gene silencing. This condensed state is stabilized by the
binding of heterochromatin-binding protein HP1. Interestingly histone deacetylation is
necessary prior to methylation (Nakayama et al., 2001) indicating that different histone
modifications cooperate to establish a given chromatin conformation state. Another example
of methylation mediated silencing is the polycomb protein, which specifically binds
methylated lysine 27 of H3 (Fischle et al., 2003b). Activation is achieved by H3 K4 and K9
and H4 K40 methylation as a signal for the chromatin assembly complex Brahma. This
inhibits the binding of HP1 and shifts nucleosomes to allow transcription factor binding, thus
maintaining an active chromatin state (Beisel et al., 2002). Methylation of arginines in H3 and
H4 also correlates with transcriptional activation (for review see (Zhang and Reinberg,
2001)).

1.4.3 Histone phosphorylation

All core histones and the linker histone H1 can be phosphorylated. This seems to be relevant
in chromatin assembly, transcription, DNA repair and mitosis (Peterson and Laniel, 2004).
Phosphorylation takes place at serines or threonines flanked by short stretches of basic
amino acids, which probably mediate internucleosomal interactions and condensation of
chromatin. Upon phosphorylation, the charge effect is disrupted resulting in the unfolding of
chromatin (Dou and Gorovsky, 2000). In contrast, phosphorylation of H3 S10 has been
associated with mitosis and chromatin condensation. It starts at centromeric regions during
G2/M transition and spreads throughout the chromosome (Hendzel et al., 1997).



Functional organization and dynamics of chromatin 15
                                                                                                                                                    

1.4.4 DNA methylation

In vertebrates methylation of cytosines seems to be an important mechanism for gene
silencing. It is suggested that DNA methylation has evolved to protect the genome from
transposable elements. This is fulfilled by suppressing the transcription of transposable
elements and thereby limiting their spreading (Yoder et al., 1997). DNA methylation is
carried out by specific DNA methylases (DNMT). So far no DNA demethylases have been
identified raising the question how demethylation takes place.
DNA methylation is primarily found in transcriptionally inactive regions such as the inactive
X chromosome or genes that have been turned off in certain tissues. A variety of proteins
binds methylated DNA and interacts with chromatin remodeling and histone deacetylase
complexes leading to the compaction and inactivation of chromatin (for review see
(Leonhardt and Cardoso, 2000)). Methylation is restricted to cytosines in the sequence CG
(also termed CpG), resulting in the symmetric methylation of both strands of the DNA
double helix, allowing maintenance of the methylation pattern throughout replication. Some
genes are only transcribed from one allele depending on their parental origin. This
phenomenon is called genomic imprinting. During the formation of the germ cell imprinted
genes are methylated on one allele and thus are shut off. Imprinted hypermethylated alleles
are also rich in hypoacetylated histones. For their reactivation treatment with the DNA
methylase inhibitor 5-azaC is not sufficient, and additional incubation with the histone
deacetylase inhibitor TSA is needed (Chiurazzi et al., 1999).
Throughout the vertebrate genome regions of up to 1-2000 nucleotides with high ratio of
CpG repeats, so called CpG islands, are present. In contrast to single CpGs, these islands are
typically unmethylated and are found in the neighborhood of constitutively active genes
(Fazzari and Greally, 2004). They seem to be responsible for maintaining an open
conformation at promoters of highly expressed genes. Exceptions to this hypomethylation
are CpG islands at loci undergoing genomic imprinting and X-chromosome inactivation (Li
et al., 1998; Pfeifer et al., 1990). Several connections have been made between changes in the
methylation pattern and tumorogenesis: genome-wide decreased DNA methylation leads to
chromosomal instability. If CpG islands at promoters of tumor-suppressor genes are
methylated, those are silenced, leading to subsequent tumor progression (Baylin et al., 2001;
Lengauer et al., 1998). Numerous hereditary diseases have been linked to altered DNA-
methylation like the Rett-syndrome or the fragile X syndrome. As an example,
hypermethylation in fragile X syndrome leads to repression of the FMR1 gene (Jin and
Warren, 2000; Robertson and Wolffe, 2000). This hypermethylation correlates with
deacetylation of histones H3 and H4 (Coffee et al., 1999) and transcriptional inactivation
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(Drouin et al., 1997). Inhibition of histone deacetylation and of DNA methylation have been
shown to reactivate the transcription of the FMR1 gene (Chiurazzi et al., 1999).

1.5 Histone H1 and other chromatin associated proteins
In addition to the histones forming the core of the nucleosome, several other proteins bind to
chromatin dynamically and influence higher order structure and accessibility.

1.5.1 The linker histone H1

A fifth histone, the linker histone H1, is also found in chromatin in equimolar amounts, i.e.
about one per nucleosome. (van Holde, 1989). H1 has a central globular domain that can
bind to the nucleosome, a long basic C-terminal region consisting mainly of lysines, alanines,
serines and prolines and a short N terminus (Travers, 1999; Wolffe, 1998) . It has been
suggested that the C terminus is capable of forming an α helix structure that might facilitate
chromatin condensation by neutralizing the charge of the DNA backbone (Clark and
Thomas, 1988; Wolffe, 1997). The globular domain binds to the linker DNA leading to
reduced mobility and sliding of the nucleosomes (Varga-Weisz et al., 1995). How H1 leads
to compaction into the 30 nm fiber is not completely understood, but changes of the entry-
exit angle of the DNA seem to be important. We have shown that H1 stabilizes a
conformation with a smaller entry-exit angle (Kepert et al., 2003), which is probably relevant
in chromatin condensation. Linker histones also reduces the access of transcription factors to
DNA, thus acting as global repressors (Cheung et al., 2002; Herrera et al., 2000; Zlatanova et
al., 2000). They can act as general transcription regulators as they inhibit histone acetylation
(Herrera et al., 2000). H1 seems to stabilize histone tail-mediated fiber interactions, which is
supported by the fact that for compaction by H1, the histone tails are crucial and
condensation does not occur with tailless histones (Carruthers and Hansen, 2000). Average
binding-time of H1 to the chromatin is much shorter than that of core histones and rapid
dissociation and association seems to be necessary for transcriptional regulation (Misteli et
al., 2000). Phosphorylation of H1 has also been associated with its dissociation (Dou et al.,
2002). Furthermore, acetylation of the core histone tails decreases the residence time of H1
leading to decondensation. An interesting observation that underlines the cooperativity of
different factors has been obtained recently by the group of John Tamkun: they show that
acetylation of lysine 16 of H4 is essential for the function of the chromatin assembly factor
ISWI. The activity of ISWI in turn seems to be crucial for binding of H1 and loss of ISWI
leads to the displacement of H1 from the chromatin (J. Tamkun, personal communication).
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1.5.2 HMG proteins associate with active chromatin

In contrast to H1, HMG (high mobility group) proteins are mainly associated with
transcriptionally active chromatin (Bustin, 2001; Thomas, 2001).Two classes of HMG
proteins, the HMGB and HMGN class can be distinguished. HMGB proteins bind to DNA
by recognizing specific DNA structures. They associate with the minor groove of locally
distorted B-form DNA and lead to the bending of the double helix. This bending may play a
role in regulating chromatin condensation. In vitro, H1 and HMG proteins interact and
possibly a complex of the two can locally regulate condensation/decondensation processes
(Ner et al., 2001; Ura et al., 1996). Competition of H1 and HMG proteins for binding sites
on chromatin to modulate local chromatin fiber structure has also been described (Catez et al.,
2002). HMGN proteins were shown to interact with histones H3 and H2B and to lead to
decondensation (Herrera et al., 1999; Trieschmann et al., 1998). Presence of these proteins
seems to be essential for polymerase II activation (Bustin et al., 1995).

1.5.3 Binding of HP1 leads to silencing

Heterochromatin binding protein 1 (HP1) is highly conserved and associates with pericentric
and telomeric heterochromatin acting as a capping protein. However, it was also found at
specific loci in euchromatin and might participate in gene silencing (Fanti et al., 2003; Fanti et
al., 1998; Li et al., 2002; Saveliev et al., 2003). Mammals have 3 different isoforms. HP1- α
and β reside predominantly in pericentric heterochromatin whereas HP1- γ is found both in
hetero- and euchromatin (Minc et al., 2000 ). HP1s seem to play a role in heterochromatin
formation, gene silencing and activation and nuclear assembly (Eissenberg and Elgin, 2000).
They interact with several factors like histone methyl transferases, DNA methyl transferases
(DNMT1 and 3), chromatin remodeling factors, and histone chaperones (CAF1) (Cleard et
al., 1997; Fuks et al., 2003; Nielsen et al., 2002; Tschiersch et al., 1994; Vassallo and Tanese,
2002). Their tight connection to the lamin B receptor and to histones H3 and H4 suggest a
possible function in docking chromatin to the nuclear envelope (Polioudaki et al., 2001).

1.5.4 Other chromatin factors

Several other factors like the Sir and the MeCP2 proteins also influence chromatin folding
and connect histone modifying enzymes or chromatin assembly factors to changes in higher
order chromatin structure. Recently much evidence suggests that non-coding RNAs also play
a role in heterochromatin formation (Fuks et al., 2003; Hecht et al., 1995; Nan et al., 1998;
Stevenson and Jarvis, 2003). Fig. 1.7 shows a possible mechanism of RNA action in
transcription inactivation.
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Figure 1.7 A possible way of heterochromatin formation (Stevenson and Jarvis, 2003).

1.6 Summary

Chromatin is a very dynamic structure. Its accessibility is regulated by a huge diversity of
chemical modifications and protein factors. The simultaneous action of these factors is
crucial for maintaining gene expression. The model depicted in Fig. 1.7 focuses on the effect
of RNAi in transcriptional regulation but nevertheless shows a possible way of how all these
factors might cooperate to establish a proper transcriptional state. Other factors not included
in the scheme make the regulatory machinery appear even more intricate. Dysfunction of one
factor might either bias the function of other proteins or be compensated by factors fulfilling
similar roles. Analysis of changes in chromatin structure both in vivo and in vitro are thus
essential for understanding the complex network of chromatin dependent regulatory
processes.
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2. Visualization and quantification of chromatin conformation
changes

In the last few decades diverse methods and approaches have been applied to elucidate
chromatin structure in vivo as well as in vitro. In this chapter a summary of the methods
applied in this work is briefly introduced.

2.1 Biochemical approaches to examine chromatin structure

Biochemical findings from the past 30 years already indicated regularly spaced structural
units of 160-220 base pairs. Several methods have been developed to analyze the protein and
DNA composition, the mononucleosome structure as well as folding of the chromatin. The
methods applied in this work include micrococcus nuclease (Mnase) digestion, supercoiling
assays and in vitro reconstitution of chromatin using recombinant histones.

2.1.1 In vitro chromatin reconstitution

Histones can be expressed in E. coli and purified using gel filtration and ion exchange
chromatography (Luger et al., 1997b). These recombinantly expressed histones are
unmodified. To analyze the effect of the histone tails or their modification state they can be
modified or digested with different proteases and used to reconstitute histone octamers of
defined subunit composition. Subsequently, chromatin or mononucleosomes can be
reconstituted by salt dialysis or using chromatin assembly factors like ACF and NAP1. In
vitro reconstitution was used to analyze the effect of linker histone H1 on mononucleosome
structure (Kepert et al., 2003).

2.1.2 Micrococcus nuclease digestion

In this method chromatin is partially digested with MNase, an enzyme that preferentially cuts
DNA between the nucleosomes. This leads to the formation of mono-, di-, tri-, and higher
oligonucleosomes that can be visualized on a gel as a DNA ladder after removal of the
proteins. Fig. 2.1A shows an MNase digestion of chromatin reconstituted with plasmid DNA
and recombinant histones with salt dialysis. If the spacing between nucleosomes is uneven, a
smear is obtained on the gel, while regularly spaced nucleosomes lead to the ladder shown in
Fig. 2.1A. Thus the quality of in vitro reconstituted chromatin can be determined.

2.1.3 Supercoiling assay

This approach utilizes that plasmid DNA is negatively supercoiled. Assembly of
nucleosomes leads to positive supercoiling and thus counteracts the negative coils. In
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eukaryotes enzymes called topoisomerases remove superhelical tension. When a supercoiled
plasmid is treated with topoisomerase the number of supercoils is decreased. However, the
presence of chromatin already compensates the negative supercoils and the enzyme has no
further effect. Upon removal of the nucleosomes the superhelicity returns. This method is
applied to analyze the efficiency of in vitro chromatin assembly by visualizing the
topoisomers of chromatin-containing plasmids after Topoisomerase I (Topo I) treatment (Fig
2.1B).

Figure 2.1 Biochemical analysis of Chromatin. (A) MNase digestion of chromatin reconstituted by salt
dialysis with plasmid DNA and different ratios of DNA to recombinant histone octamer from 1:0.8 to 1:1.2.
MNase treatment was conducted for 10, 40 and 160 seconds and DNA was run on a 1% agarose gel. Bands
correspond to mono-, di-, and higher oligonucleosomes as indicated. (B) Supercoiling assay conducted with
the same substrates as in (A). When free DNA is treated with topoisomerase I, the number of supercoils
decreases. However presence of nucleosomes reduces or abolishes the effect of topo I. Single bands
correspond to different topoisomers of the plasmid DNA. (K. Fejes Tóth & K. Rippe, unpublished data).
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2.2 Analytical Ultracentrifugation

Analytical ultracentrifugation (AUC) is a versatile and powerful technique for characterizing
the behavior of macromolecules in solution. Using modern data analysis methods, analytical
ultracentrifugation experiments can be used to characterize assembly of biomolecular
complexes, to determine subunit stoichiometries, to detect and characterize macromolecular
conformational changes (size, shape, structure), and to measure equilibrium constants and
thermodynamic parameters (free energies, enthalpies, entropies). The basic physical property
used in AUC is mass or density, respectively. The sample is visualized utilizing absorbance
of the particles in real time during sedimentation, allowing very accurate determination of
hydrodynamic and thermodynamic parameters. In contrast to many other techniques,
biomolecules are characterized in their native state under physiological solution conditions.
The experiments are performed in free solution and are not obscured by interactions with
surfaces like in gel filtration or surface plasmon resonance biosensors.
Fig. 2.2 shows the basic experimental setup. The instrument spins the sample under vacuum
at a defined speed and temperature while it records the concentration distribution. The actual
sample is placed in a sector-shaped cavity between two quartz windows to allow absorbance
measurements during centrifugation. Double sector cells are used to be able to correct for the
absorbance of the sample solvent. With the help of a monochromator the wavelength is freely
selectable making examination of a wide range of sample concentrations possible.
Here, AUC was applied in numerous ways. The effect of histone chaperone NAP1 on
chromatin conformation (Kepert et al., 2004), the association state and histone binding
properties of NAP1 (Fejes Tóth et al., 2004b), the effect of H1 on nucleosome structure
(Kepert et al., 2003) and the association state of the nucleoporin Nup145N (Lutzmann and
Boettcher, 2004) were analyzed. For these experiments two basic types of AUC experiments,
the sedimentation velocity and sedimentation equilibrium measurements, were used.
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F i g u r e  2 . 2  The  analytical
ultracentrifuge. (A) Samples are
centrifuged at a constant speed, while
l ight absorption is measured
throughout the cell. (B) Due to the
centrifugal force molecules are moving
towards the outside of the cell
depending on their form and molecular
weight. As time passes less molecules
are in the center, while the
concentration increases at the outside
leading to an absorption gradient that
is detected and plotted in dependence
of the radial distance.

2.2.1 Sedimentation velocity measurement

In sedimentation velocity experiments, an initially uniform solution is centrifuged with a
sufficiently high angular velocity to cause relatively rapid sedimentation of the solute towards
the cell bottom. This leads to the depletion of solute near the center of the cell and a sharp
boundary between the depleted region and the uniform concentration of sedimenting solute
(Fig 2.3).
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Figure 2.3 Movement of the boundary
in a sedimentation velocity experiment.
As the boundary progresses down the
cell, the concentration in the plateau
region decreases due to radial dilution
and the boundary broadens due to
diffusion. From the boundary movement
the sedimentation coefficient, and from
the broadening the diffusion coefficient is
obtained.

The rate of movement of this boundary is measured and from this the sedimentation
coefficient s is determined. The sedimentation coefficient is independent of the nature of the
molecule and simply gives a measure for how rapidly a particle will move in a given field of
gravity or centrifugal force. This depends directly on the mass of the particle and inversely on
the frictional coefficient, which in turn is a measure of the molecules size and shape. The
sedimentation coefficient of a particle with given molar mass, density and shape is also
dependent on solvent density and solvent viscosity as seen in eq. 2.1:

€ 

M(1-ν ρ)
NA f

= v
ω2r

= s (2.1)

where M is the molar weight of the particle, NA the Avogado number, ƒ the frictional
coefficient, 

€ 

v  the partial specific volume of the particle, ρ the solvent density, v the velocity
with which the band is moving and ω2r the centrifugal acceleration. The partial specific
volume can be determined from the protein or DNA sequence, while the density of a solvent
depends on its buffer composition. The sedimentation coefficient has the unit seconds and
since the values are typically about 10-13 sec they are expressed in Svedberg (S) with

1 S=10-13 sec.
The Einstein-Sutherland equation gives the relation of the diffusion coefficient, D and the
friction coefficient ƒ:

€ 

D= RT
NA f

(2.2)

where R is the gas constant and T the absolute temperature. The diffusion coefficient can be
directly determined from the sedimentation velocity runs by measuring the rate of boundary
spreading. thus, the frictional coefficient in eq. 2.1 can be substituted and from the ratio of
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the sedimentation and diffusion coefficient the molecular weight of the particles is calculated
according to the Svedberg equation:

€ 

M =
sRT

D(1− v ρ)
(2.3)

For the experimental determination of sedimentation and diffusion coefficient from the
sedimentation velocity data the Lamm equation has been used:
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The Lamm equation describes the observed changes of the concentration gradient in
dependence of sedimentation time. No general analytical solution has been derived. However,
solving the equation numerically has become possible recently with sophisticated analysis
software like the SEDPHAT program (Schuck, 2003). This approach has been applied here
to solve the complex equilibrium system of different association states adopted by NAP1
(Fejes Tóth et al., 2004b).

2.2.2 Sedimentation equilibrium measurement
A sedimentation equilibrium measurement is applied to determine molecular masses. A
moderate, constant angular velocity is used until a dynamic equilibrium of sedimentation and
diffusion is obtained. At first, the centrifugal field causes the material to sediment towards the
cell bottom, increasing the local solute concentration. This causes increased back diffusion,
opposing the centrifugal field. After sufficient time, a stationary condition is reached. Figure
2.5 shows a typical exponential concentration profile of histone H2A in sedimentation-
diffusion-equilibrium. From this profile, a weight-averaged molecular mass is calculated. For
a one component system the molecular weight can be determined by the function:
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where Ar is the measured absorption at a radial position r, A0 the absorption at a reference
point, r0 and E the baseline. This equation can be modified for more complex systems
containing more components or associating molecules. From such experiments the
association constants of reactions can be derived.
As shown in eq. 2.3, molecular masses can be obtained from a sedimentation velocity
experiment, with the advantage of being much faster and yielding molecular mass
distributions rather than mass averages. However, this evaluation requires knowledge of the
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frictional properties of the particle, because transport processes are involved. In the
equilibrium experiments transport processes are eliminated. Therefore the resulting
concentration gradient does not depend on molecular shape and is more reliable for
determining the molecular mass.
For a typical experiment only 130 µl of a protein sample with an OD at 280 nm of 0.3 is
needed. For an average protein this corresponds to about 50 µg. If the protein is detected at
230 nm, where the amide bond absorbs, typically 8-10fold lower concentrations are
sufficient. The obtained molecular weight is usually within 5% of the calculated value
determined from the protein sequence and the method is applicable over a wide range of
molecular weights from approximately 2.5 kDa up to 1.5 MDa.

Figure 2.4 Sedimentation equilibrium
run of histone H2A. Samples are
centrifuged with moderate speed (here
20000 rpm) until an equilibrium between
sedimentation and diffusion is reached.
The flow of solute due to sedimentation
increases with radial distance, which in
equilibrium is counteracted by diffusion
that increases with the concentration
gradient. In equilibrium, the resulting
concentration distribution is exponential
with the square of the radial position. From
the shape of the curve the molecular
weight of the particles can be determined
according to equation 3.4. Here a
molecular weight of 15.3 kDa was
obtained for recombinant H2A. (K. Fejes
Tóth & K. Rippe, unpublished data).

2.2.3 Self-associating systems
Reversible interactions of proteins are among the fundamental principles that govern their
role and organization. Self-association is frequently coupled to heterogeneous protein-protein
interactions, and often represents an integral part of the reaction mechanism. This highlights
the importance of methods that allow the characterization of the thermodynamic properties of
self-associating proteins in solution. AUC is appropriate for determining monomer molecular
weight, the extent of oligomerization and association/dissociation constants of self-
associating systems. For this multiple measurements at different concentrations and speeds
are required. Data analysis is often difficult and suitable analysis software has only become
available in the past years. Velocity runs were analyzed by SEDPHAT, while for the analysis
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of the equilibrium runs the Ultrascan software (http://www.ultrascan.uthscsa.edu) from
Borries Demeler was found to be most appropriate.

2.3 Scanning force microscopy (SFM)

Scanning force microscopy (SFM) or atomic force microscopy (AFM) is used to image
biomolecules without further fixing or staining with high resolution (reviewed in ref.
(Bustamante and Rivetti, 1996)). For this purpose the molecules are bound to an even
surface. An ultrafine sensor tip with a typical curvature radius of 5-15 nm is mounted on a
flexible cantilever and moved in x and y direction over the surface by a piezo scanner. A
schematic view showing the SFM setup for air and liquid is shown in Fig. 2.5A and B. In the
"tapping mode" used in this work, the cantilever is oscillating up and down with a given
amplitude while it is scanning (Hansma et al., 1993). The tip makes transient contacts with
the sample leading to a reduction of the amplitude. Changes in sample height lead to
variations of the cantilever amplitude, which are detected with a four quadrant photodiode by
monitoring a laser beam reflected from the back of the cantilever. Variation of the amplitude
are corrected by moving the piezo scanner and thus the sample in z direction up or down until
the original amplitude is reestablished. Thus, the force between tip and sample is held
constant and a topographic image of the surface is obtained from the movements of the
scanner in z-direction. To image samples in liquid a fluid cell is used (Fig. 2.5B) where an
O-ring seals the cell with the sample surface creating a fluid sample volume. Solutions can be
exchanged by flushing them through the cell via a micropipetter connected to the cell
allowing controlled exchange of the buffer solution. This enables the analysis of the effect of
different buffer compositions or the addition of protein factors during measurements.
The lateral resolution and the apparent size of an object d in the SFM image is limited mostly
by the curvature radius r of the scanning tip (Fig. 2.5C). The resolution in x-y direction also
depends on the minimal height ∆z that can be reliably measured and on the height difference
∆h of the two objects as given in equation 2.6:

€ 

d = 2r Δz + Δz + Δh( ) (2.6)

Typical resolutions obtained are around 5-10 nm laterally and 2 Å horizontally (Bustamante
and Rivetti, 1996).
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Figure 2.5 Schematic view of the SFM and image acquisition. (A) In the so-called "tapping mode", the
cantilever is oscillating up and down above the sample. The tip makes transient contacts with the sample
leading to a reduction of the oscillation amplitude. This is detected by monitoring a laser beam that is reflected
on the back of the cantilever with a four quadrant photodiode. (B) For measurements in buffer a fluid cell is
sealed by an O-ring to establish a buffer floated area. (C) The resolution largely depends on the geometry of
the tip. The obtained microscopic image of a DNA is shown as a dashed line in the scheme. (D) SFM image of
lambda DNA. The DNA is bound to the surface and shown as a long fiber. Height differences are indicated on
the false-colour scale. Images (A) and (B) adapted and modified from (Rippe et al., 1997).

We have applied AFM to analyze DNA alone and in complex with histones (Kepert et al.,
2003) or other proteins. As an example Fig. 2.6 shows images of free DNA,
mononucleosomes, native chromatin and chromatin reconstituted with recombinant histones.
Recombinant chromatin was reconstituted with salt dialysis as described in chapter 2.1.1
using recombinant histones and l DNA. Single nucleosomes can not be differentiated
probably due to formation of higher order structure or unspecific aggregation. l DNA is
linear and has a length of over 40 kb. Up to date no other images of recombinantly
reconstituted fiber have been published.
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Figure 2.6 AFM images of DNA and chromatin. (A) λ DNA, (B) mononucleosomes reconstituted on a 614 bp
DNA with salt dialysis using recombinant histones, (C) native chromatin isolated from HeLa cell nuclei, (D)
chromatin reconstituted by salt dialysis using λ DNA and recombinant histones. Nucleosomes emerge from
the surface and are seen as white spheres. In image (D) higher order structure seems to be present therefore
single nucleosomes can not be distinguished. Lateral resolution is in the nm range and vertical is in the Å
range resolution as indicated by the false-colour scale. Images (A) and (D) K. Fejes Tóth & K. Rippe,
unpublished data, image (B) (Kepert et al., 2003), (C) (Kepert et al., 2004).

2.4 Epifluorescence microscopy and confocal laser scanning microscopy
(CLSM)
Living cells can be observed by light microscopy. Light microscopy has a resolution limit of
around 0.2 µm, i.e. about half the wavelength of light, and allows the observation of
numerous cellular organelles. The cell nucleus, for example, was described for the first time
nearly 200 years ago by Brown (1833). Different methods can be used to study unstained
cells: the phase contrast microscope and the differential-interference-contrast (DIC)
microscope use the interference effects resulting when light rays have passed different areas
of the cell and thus differ in phase. The dark field microscope detects light that is scattered by
the various components of the cell, and the cell appears as a bright object against a dark
background.
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Another way of increasing contrast and visualizing structures that cannot be distinguished in
conventional light microscopy is fluorescence microscopy. Here only light of a wavelength in
the excitation range of the fluorophores used for labeling reaches the specimen and only light
of wavelengths in the corresponding emission range is allowed to reach the detector. This
results in an image where the labeled structures are visualized against a black background and
thus very little fluorescence is sufficient to give an image rich in contrast.
In epifluorescence microscopy light is not only collected from the focal plane but also from
underneath and above, leading to loss in depth discrimination. This problem can be reduced
in two ways. Deconvolution uses the point spread function of the optical system, i.e., the
image one gets from infinitely small spots to reconstruct the real fluorescence distribution
with an improved 3D resolution. The other approach is confocal microscopy. Figure 2.7
shows how resolution is improved using CLSM.

Figure 2.7 Comparison of epifluorescent and confocal microscope images. Image of a HeLa cell nucleus
stably expressing the fusion protein of histone H2A and yellow fluorescent protein (H2A-YFP). The
epifluorescent microscope image (left) was reconstructed by mean intensity projection of a stack obtained by
CLSM resulting in an unsharp image with loss of fine structure and depth information. A single slice obtained
by confocal microscopy (right) leads to high resolution in both xy and z direction.

2.4.1 Imaging with a confocal microscope

When an epifluorescence microscope is used to image a particular focal plane of a 3D object,
parts of the object from above and below the focal plane are also illuminated and the light
coming from these regions contributes to the image as out-of-focus signal, or blur. This can
obscure fine structures and make a detailed interpretation of the image very hard. In a
confocal microscope, coherent laser light is focused onto a diffraction limited spot at a
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specific 3D position in the specimen using the objective lens. The fluorescence emitted from
the illuminated object is collected using the same optics and guided to the detector, usually a
photomultiplier tube (PMT). A pinhole in the optical path allows only light emitted from the
illuminated spot to pass and reach the detector, while light from other spots in the same or
another plane is rejected by the pinhole. (Fig. 2.8). This increases image contrast and depth
discrimination. By varying the pinhole diameter, the degree of confocality can be adapted to
practical requirements. To obtain a two-dimensional image, data from each point in the plane
of the focus are collected sequentially by scanning the field of interest in a raster pattern. This
way a CLSM can image a thin optical slice out of a thick specimen, a method known as
optical sectioning. Under suitable conditions, the thickness (Z dimension) of such a slice may
be less than 500 nm.
In addition to the observation of a single slice of a thick specimen with good contrast, optical
sectioning allows the subsequent imaging of neighboring slices by moving the specimen
along the optical axis. This results in a 3D data set, which provides information about the
topological structure of the object. CLSM has been used to in this work to resolve the
arrangement of chromatin and to analyze the effect of Trichostatin A, a potent histone
deacetylase inhibitor on chromatin conformation in the nucleus.
For confocal microscopy the sample needs to be fluorescently labeled. This can be achieved
on fixed cells by immunostaining or FISH (fluorescent in situ hybridisation) or in vivo by
fusing the protein of interest to an autofluorescent protein. The most commonly used
constructs contain spectral variants of green fluorescent protein (GFP) derived from jellyfish
(for review see (Lippincott-Schwartz and Patterson, 2003)). When using proteins with
different spectral properties colocalisation or interaction of different molecules can be
observed in vivo.
A field of growing importance is the investigation of living specimens that show dynamic
changes even in the range of milliseconds. Here the acquisition of time-resolved confocal
image series (known as time series) provides a way to visualize and quantify the changes.
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Figure 2.8 Beam path in a CLSM. A microscope objective lens is used to focus a laser beam onto the
specimen, where it excites fluorescence. The fluorescence emission is collected by the objective and guided
to the detector via a dichroic beamsplitter. The wavelength range of interest of the fluorescence spectrum is
selected by an emission filter, which also acts as a barrier blocking the excitation laser line. The pinhole is
arranged in front of the detector, on a plane conjugated to the focal plane of the objective. Light coming from
above or below the focal plane or beside the focal spot is out of focus and thus blocked by the pinhole and
therefore does not contribute to image formation.

2.4.2 Analyzing mobility of macromolecules

In recent years the interest in the mobility of macromolecules in living cell has grown
significantly. The mobility is determined by diffusion, directed/active transport, and
association/dissociation processes with related immobilization and can be addressed by
numerous methods that have been developed. Combining confocal microscopy and in vivo
fluorescent labeling techniques opens up a broad range of methods for the analysis of
macromolecular dynamics. Two of them, fluorescence recovery/redistribution after
photobleaching (FRAP), and fluorescence correlation spectroscopy (FCS) have been applied
in this work to analyze the mobility of histones and the effect of the histone deacetylase
inhibitor TSA on mobility (Fejes Tóth et al., 2004a).
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The most commonly used one is fluorescence recovery after photobleaching (FRAP), (for
review see(Wouters et al., 2001)). The scheme of a typical FRAP experiment is shown in
Fig. 2.9. A non-equilibrium distribution is induced by bleaching an area of interest with high
laser intensity. Subsequently the redistribution of fluorescent molecules from neighboring
areas is recorded. Depending on the interaction with other molecules the amount of
redistributed molecules and the kinetics of this process can vary. Proteins that associate with
relatively immobile cellular structures have a slower recovery compared to freely mobile
molecules.

Figure 2.9 Fluorescence recovery after
photobleaching (FRAP). A selected area
within a cell is bleached and recovery of
fluorescence within the area due to its
redistribution is measured. Recovery
kinetics depend on the transport/diffusion
properties and on association/dissociation
to immobile structures. II: initial intensity;
I0: intensity at time point t0 (first post
bleach intensity); IE: end value of the
recovered intensity; I1/2: half recovered
intensity (I1/2 = (IE - I0) / 2); t1/2: halftime of
recovery corresponding to I1/2.

The time resolution of FRAP is in the range of milliseconds to seconds, faster movements
cannot be resolved. For faster processes fluorescence correlation spectroscopy (FCS) with a
time resolution in the microsecond range is more appropriate. FCS is not an imaging method
but analyzes the movement of single molecules within the confocal volume of less than a
femtoliter at a fixed position in the sample. When fluorescently labeled molecules cross the
focus by Brownian motion, corresponding signal fluctuations are recorded on the detector. In
order to determine the number and the mean dwell time of the molecules in the focus a
autocorrelation analysis of the time-dependent fluorescence signal is applied. Small unbound
molecules diffuse fast, generating short intensity fluctuations. The intensity correlation
function thus decreases rapidly resulting in a short diffusional correlation time. Large or
bound molecules move slowly and generate long fluctuations, leading to long correlation
times (Fig. 2.10).
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Figure 2.10 Fluorescence correlation
spectroscopy (FCS). A: diffusion
induces fluctuation of the number of
molecules in the focus and thus
fluctuations in fluorescence intensity.
B: Small molecules generate short
fluctuations and rapidly decaying
correlation functions, while larger
complexes generate longer fluctuations
and slowly decaying correlation
functions.

An additional method to analyze interactions of two molecules (not applied in this work) is
fluorescence resonance energy transfer (FRET). Here two molecules of interest are labeled
with different fluorophores, chosen in such a way that the emission spectrum of one
fluorophore (the donor) overlaps with the absorption spectrum of the other (the acceptor). If
the two molecule species bind to each other, and the two fluorophores are brought into close
proximity (within 1-10 nm), the energy of the absorbed light can be transferred directly the
donor to the acceptor. Thus, when the complex is illuminated at the excitation wavelength of
the donor, light is emitted at the emission wavelength of the acceptor. This approach can be
applied to monitor the assembly of the transcription machinery or the binding of histone-
modifying enzymes (Day et al., 2001) (Yamagoe et al., 2003).

2.4.3 Quantification of structural changes

Structural changes of cellular components due to cell cycle, apoptosis or treatment with drugs
can often be visualized, but the detection of small changes or the evaluation of its statistical
relevance require quantification with sophisticated image analysis methods. Two methods
have been applied in this work to analyze structural changes of interphase chromatin, namely
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image correlation spectroscopy (ICS) and spatially resolved scaling analysis (SRSA) (Fejes
Tóth et al., 2004a).
Image correlation spectroscopy is based on the same principle as FCS. However, the
correlation analysis is carried out in space and not in time. Thus, large objects defined by a
certain fluorescence intensity level have longer correlation lengths, while small objects lead to
shortly decaying correlation function (Fig. 2.11). This method is appropriate to determine the
characteristic size of statistically organized objects.

Figure 2.11 Image correlation spectroscopy (ICS). Confocal images of HeLa cell nuclei stably expressing
H2A-YFP were used to calculate the correlation length of chromatin structures within the nucleus. The
intensity of each pixel of an image is multiplied with the intensity of the overlaying pixel of a duplicate image
and the sum of all products from one image is computed and plotted. Then the image is shifted pixel by pixel
and overlaying intensities are multiplied again. As the distance increases the intensity correlation decreases
(Fejes Tóth et al., 2004a).

Spatially resolved scaling analysis describes the local fractal dimension Df, i.e., how the
mass/intensity inside an area grows with increasing size of this area. A more homogeneous
mass distribution leads to a higher fractal dimension, as the mass increases with a higher
exponent of the side length of the area. The determination of the fractal dimension of two
pixels within one image is shown in Fig. 2.12. By visual inspection no difference can be
seen, however, the fractal dimensions differ significantly. Thus small structural changes can
be detected.
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Figure 2.12 Spatially resolved scaling analysis (SRSA) describes how the mass/intensity inside an area
grows with increasing size of the area: Boxes of different side lengths are analyzed around each pixel and the
total intensity inside the boxes is plotted in dependence of the side length on a double logarithmic plot. Data
points are fitted linearly and the slope of the line gives the fractal dimension of the given pixel. i.e. the
exponent with which the mass depends on the box side length (Fejes Tóth et al., 2004a).

2.5 Summary

Taken together, there is a large variety of methods both in vitro and in vivo to analyze
chromatin structure. Most of the methods used in this work possess many advantages that
make them indispensable in elucidating in vivo chromatin structure. AFM has a high
resolution comparable to electron microscopy but can be applied under physiological buffer
conditions without further fixation or staining procedures. Molecules nevertheless need to be
attached on the surface to be able to visualize them. AUC is a versatile method for
determining the shape and weight of molecules in physiological buffers and can be used to
analyze structural changes caused by changes in buffer composition, pH or by addition of
other molecules. Analysis and interpretation of the data required a sophisticated software,
which has been developed in the past few years. While conformational changes of the
chromatin fiber can be detected by AUC, the method lacks the molecular resolution provided
by AFM. Thus, by combining the two techniques, complementary information on chromatin
conformation can be obtained (Kepert et al., 2004). Both AUC and AFM are in vitro
methods. To study the in vivo conformation, non-invasive fluorescence microscopy using
autofluorescently labeled proteins have been used. For in vivo measurements confocal
microscopy possesses the necessary resolution to analyze subnuclear structures. This allows
the application of methods to analyze mobility and association of macromolecules and
nuclear structures and to determine fine structural changes using image analysis methods.
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Summary
In eukaryotes, the DNA is packed by small basic proteins called histones. An octamer
consisting of two copies of each histone H2A, H2B, H3, and H4 forms a protein core around
which 147 base pairs of DNA are wrapped 1.65 times. This complex is termed the
nucleosome. The nucleosomes are connected through the DNA and associate under
physiological conditions into a compact fiber with approximately 30 nm diameter. In the
nucleus, this 30 nm fiber is organized into higher order structures. Different factors and
processeslike histone modifications, linker histone H1, histone chaperones and chromatin
assembly factors influence the level of compaction of the nucleosome chain, which in turn
regulates gene expression. In this work different aspects of processes and factors and their
impact on chromatin conformation were analyzed.
First, it was found using atomic or scanning force microscopy (AFM/SFM) that binding of
the linker histone H1to chromatin stabilizes a smaller entry-exit angle of the DNA at the
nucleosome. This change could lead to a compaction of the 30 nm fiber resulting in
transcriptional repression.
Secondly, as a process leading to decondensation of chromatin and to transcriptional
activation, the acetylation of the N-terminal histone tails was analyzed. For this purpose the
interphase chromatin structure was analyzed in vivo by confocal laser scanning microscopy
and quantitative image analysis methods. After incubation with the histone deacetylase
inhibitor Trichostatin A (TSA), the increased histone acetylation induces a reversible global
decondensation and a more homogeneous chromatin distribution.
In a third part of the work, the interaction of the histone chaperone NAP1 (nucleosome
assembly factor 1) with histones was analyzed. NAP1 is involved in nuclear import and the
ordered deposition of the histone H2A·H2B dimer on DNA. In addition, it has been related
to changes of the chromatin conformation during transcription. Therefore, the functional
association state of NAP1 and its effect on chromatin structure were analyzed using
analytical ultracentrifugation (AUC). Under physiological salt and protein concentrations,
NAP1 forms a dimer-octamer equilibrium and binds histones with a 1:1 stoichiometry. If
NAP1 is incubated with chromatin, it removes H2A·H2B dimers leading to decondensation
of chromatin by increasing the length of the linker DNA.
In connection with the protein transport through nuclear pores, as in the case of NAP1
carrying the H2A·H2B dimer, the association state of the nucleoporin Nup145N was
analyzed in collaboration with the laboratory of Prof. Ed Hurt. Using AUC it could be shown
that Nup145N is present as a monomer.
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Zusammenfassung
In Eukaryonten ist die DNA mit Hilfe von Komplexen kleiner basischer Proteine verpackt,
die als Histone bezeichnet werden. Ein Oktamer aus jeweils zwei Kopien der Histone
H2A, H2B, H3 und H4 bildet einen Proteinkern, um den 147 Basenpaare DNA 1.65 mal
gewunden sind. Dieser Komplex wird als Nukleosom bezeichnet. Die Nukleosomen sind
durch die DNA verbunden und assoziieren unter physiologischen Bedingungen zu einer
kompakten Faser mit etwa 30 nm Durchmesser. Diese 30-Nanometer-Faser ist im Zellkern
in weiteren, nicht genau bekannten Strukturen organisiert. Verschiedene Faktoren und
Prozesse wie Histon-Modifikationen, Linker-Histon H1, Histon-Chaperone und
Chromatin-Assemblierungsfaktoren beeinflußen den Kompaktierungsgrad der
Nukleosomenkette, der wiederum die Genexpression steuert. In dieser Arbeit wurden
verschiedene Aspekte dieser Faktoren und Prozesseund ihr Einfluss auf die
Chromatinkonformation untersucht.
Zuerst konnte durch Rasterkraftmikroskopie (AFM/SFM) festgestellt werden, dass die
Bindung von H1 die Stabilisierung eines kleineren Eintritts-Austritts-Winkels der DNA am
Nukleosom bewirkt. Diese Winkeländerung könnte zu einer kompakteren 30-Nanometer-
Faser und dadurch zu einer Repression der Transkription führen.
Zweitens wurde als ein Prozess, der zu einem Übergang des Chromatins in eine offene und
transkriptionsaktive Konformation führt die Modifikation der N-terminalen Histon-
Schwänze durch Acetylierung untersucht. Dazu wurde die Interphase-Chromatinstruktur in
vivo mit konfokaler Fluoreszenzmikroskopie und quantitativer Bildanalyse untersucht. Nach
Inkubation mit dem Histondeacetylaseinhibitor Trichostatin A (TSA) und erhöhter
Histonacetylierung zeigte sich eine reversibele globale Dekondensierung und
gleichmässigere Verteilung des Chromatins.
In einem dritten Teil der Arbeit wurden die Wechselwirkungen des Histon-Chaperons NAP1
(Nucleosome Assembly Factor 1) mit Histonen untersucht. NAP1 spielt beim nuklearen
Import und bei der geordneten Deposition des Histon-H2A·H2B-Dimers auf die DNA eine
Rolle. Außerdem wird es mit Änderungen der Chromatinkonformation bei der Transkription
in Verbindung gebracht. Deshalb wurde der funktionelle Assoziationszustand von NAP1 und
seine Wirkung auf die Chromatinstruktur mit analytischer Ultrazentrifugation (AUZ)
untersucht. Unter physiologischen Salzbedingungen und Proteinkonzentrationen bildet
NAP1 ein Dimer-Oktamer-Gleichgewicht und bindet Histone mit einer 1:1-Stöchiometrie.
Wenn NAP1 mit Chromatin inkubiert wird, entfernt es einzelne H2A·H2B-Dimere und
bewirkt dadurch eine Dekondensierung des Chromatins, durch eine Verlängerung der
Linkerlänge.
In Verbindung mit dem Transport von Proteinen durch Kernporen in den Zellkern, wie ihn
NAP1 für das H2A·H2B-Dimer durchführt, wurde in einem Kollaborationsprojekt mit der
Arbeitsgruppe von Prof. Ed Hurt der Assoziationszustand des Nukleoporin Nup145N
untersucht. Dabei konnte mittels AUZ gezeigt werden, dass Nup145N als Monomer vorliegt.
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Introduction
The reversible (de)acetylation of the N-terminal histone tails
by specific histone acetylases and deacetylases (HDAC) is
involved in the regulation of gene expression. A correlation of
histone acetylation with enhanced transcription was described
40 years ago (Allfrey et al., 1964). For a number of genes, a
direct connection with gene expression has been demonstrated
(Coffee et al., 1999; Dressel et al., 2000; Grunstein, 1997;
Kouzarides, 1999; Richon et al., 2000; Sambucetti et al., 1999),
and dysfunction of histone acetylases and HDACs has been
associated with different types of cancer (Archer and Hodin,
1999; Cress and Seto, 2000; Kouzarides, 1999; Mahlknecht et
al., 2000). Various HDAC inhibitors (HDACi) have been
described that induce cell cycle arrest, differentiation, and
apoptosis in cell lines. Many of these have potent antitumor
activities in vivo (reviewed by Marks et al., 2001; Marks et al.,
2000). One of the most effective and best studied HDAC
inhibitor is trichostatin A (TSA) (Yoshida et al., 1995; Yoshida
et al., 1990). A crystallographic analysis of TSA and a histone
deacetylase homologue indicates that TSA interacts reversibly
with the HDAC catalytic site preventing binding of the
substrate (Finnin et al., 1999; Marks et al., 2001; Marks et al.,
2000).

It is widely accepted that histone acetylation is essential to
establish a transcriptionally competent state of chromatin
(Kadonaga, 1998; Strahl and Allis, 2000; Tse et al., 1998;
Zhang et al., 1998). However, the relation between chromatin

conformation and histone acetylation is complex and three
different effects could be important (Hansen, 2002; Hansen et
al., 1998). (1) Acetylation might modulate interactions
between histone tails and the DNA. Nonacetylated histone tails
carry a large number of positively charged lysine and arginine
residues (<100 per nucleosome) that interact with the
negatively charged phosphate groups of the DNA backbone in
vitro (Allan et al., 1982; Fletcher and Hansen, 1995; Hansen,
2002; Hansen et al., 1998; van Holde, 1989). However, these
electrostatic interactions are highly dependent on ion
concentration, and it has been shown that core histone N-
termini do not bind stably to DNA at physiological ionic
strength (Fletcher and Hansen, 1995; Lee and Hayes, 1998;
Usachenko et al., 1994). (2) The histone tails could affect
internuclesosomal association (Hansen, 2002; Hansen et al.,
1998; Luger and Richmond, 1998). An interaction between the
positive N-terminal H4 tail and a highly negative region on the
exposed H2A-H2B surface has been identified in the crystal
structure of the nucleosome (Luger et al., 1997). Again,
acetylation of the corresponding lysine residues is likely to
weaken this interaction. (3) The histone tail acetylation might
also serve as a marker for the binding of other chromosomal
proteins that subsequently induce a more open and
transcriptionally competent conformation. Binding to histone
tails has been described for a number of proteins like NURF,
SWI/SNF and RSC (Georgel et al., 1997; Logie et al., 1999),
Bdf1 (Ladurner et al., 2003) and NAP-1 (McQuibban et al.,
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The effect of trichostatin A (TSA)-induced histone
acetylation on the interphase chromatin structure was
visualized in vivo with a HeLa cell line stably expressing
histone H2A, which was fused to enhanced yellow
fluorescent protein. The globally increased histone
acetylation caused a reversible decondensation of dense
chromatin regions and led to a more homogeneous
distribution. These structural changes were quantified by
image correlation spectroscopy and by spatially resolved
scaling analysis. The image analysis revealed that a
chromatin reorganization on a length scale from 200 nm to
>1 µm was induced consistent with the opening of
condensed chromatin domains containing several Mb of

DNA. The observed conformation changes could be
assigned to the folding of chromatin during G1 phase by
characterizing the effect of TSA on cell cycle progression
and developing a protocol that allowed the identification of
G1 phase cells on microscope coverslips. An analysis by
flow cytometry showed that the addition of TSA led to a
significant arrest of cells in S phase and induced apoptosis.
The concentration dependence of both processes was
studied.

Key words: TSA, Histone deacetylase, Image correlation
spectroscopy, Fractal dimension, Cell cycle
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1998). Furthermore, the acetylation state of histone tails seems
to influence both the binding of histone variants (Alvelo-Ceron
et al., 2000; Waterborg and Kapros, 2002) and of linker
histones (Zlatanova et al., 2000).

In vitro studies of chromatin fiber fragments by analytical
ultracentrifugation and electron microscopy demonstrated that
histone acetylation induced only moderate conformation
changes. At approximately physiological salt concentrations
but in the absence of divalent cations the sedimentation
coefficient of hyperacetylated fibers was 11-15% smaller
(Wang et al., 2001) and the fiber diameter was somewhat
reduced (22.1±5.1 nm versus 28.1±5.8 nm) (Annunziato et al.,
1988). Although it is frequently assumed or speculated that
histone acetylation affects chromatin structure in vivo to create
a more ‘open’ chromatin conformation, direct evidence for this
concept is missing. Furthermore, it is currently an open
question whether changes in the histone acetylation state on
the nucleosome level will affect the higher order organization
of the chromatin fiber. Previous in vivo studies show that upon
inhibition of acetylation heterochromatin binding protein HP1
reversibly disperses within the nucleus (Maison et al., 2002).
However, it is unclear whether this diffuse localization is due
to weaker binding of HP1 to heterochromatic regions or if it is
correlated with changes in chromatin distribution.

We have studied the effect of TSA-induced histone acetylation
on the interphase chromatin conformation by confocal laser
scanning microscopy (CLSM). The studies were conducted with
HeLa cells stably expressing a fusion protein of histone H2A and
enhanced yellow fluorescent protein (H2A-YFP). H2A-YFP is
incorporated into chromatin and provides an in vivo fluorescent
label that reflects the DNA density as previously demonstrated
for H2B-GFP (Bestvater et al., 2002; Kanda et al., 1998; Kimura
and Cook, 2001; Weidemann et al., 2003). A reversible
decondensation of dense chromatin regions due to histone
acetylation was detected. To quantify this effect, two advanced
image analysis methods were introduced, namely image
correlation spectroscopy (ICS) and spatially resolved scaling
analysis (SRSA). They revealed a chromatin reorganization at the
micrometer scale consistent with the opening of condensed
chromatin domains over several Mb of DNA.

Materials and Methods
Cell culture
The HeLa cell line with autofluorescent histone H2A-YFP was
constructed as described (Tobias A. Knoch, Approaching the three-
dimensional organisation of the human genome, PhD thesis,
Ruprecht-Karls-Universität Heidelberg, 2002). The human histone
gene for H2A (GeneBank accession number 83549) was amplified by
PCR and inserted into the EcoRI-BamHI site of the promoterless
plasmid pECFP-1 (Clontech). The HindIII fragment of simian virus
40 (SV40) was inserted in reverse direction into the HindIII site of
the multiple cloning site of pECFP-1 and the ECFP sequence was
replaced with EYFP. The resulting construct pSV-HIII-H2A-EYFP
expresses a 376 amino acid fusion protein from the early SV40
promoter and consists of the human H2A gene, a seven amino acid
linker and the C-terminal EYFP domain. This plasmid was introduced
into HeLa (ATCC: CCL 2) cells with Lipofectamin (Life
Technologies, Rockville, MD, USA) and a stable monoclonal cell line
was selected with 500 µg/ml G418 (Life Technologies). The same
untransfected HeLa cell line was used for control experiments and
fluorescence-activated cell sorting (FACS) analysis of the cell cycle.

Cells were grown in RPMI 1640 (Life Technologies) supplemented
with 10% FCS in a humidified atmosphere under 5% CO2 at 37°C.
Cells were allowed to attach for at least 24 hours before treatment
with TSA (Sigma-Aldrich, St Louis, MO, USA).

Western blot analysis
Treatment was conducted for 2, 6, 12 and 24 hours with final TSA
concentrations of 12.5, 25, 50, 100, 200 ng/ml, respectively. Cells
were washed and lysed by incubation on ice for 30 minutes in a PBS
buffer supplemented with 1% NP-40, 0.5% sodium desoxycholate,
0.1% SDS and protease inhibitors. The lysate was centrifuged at
>10,000 g and the protein concentration of the supernatant determined
by ELISA (enzyme-linked immunosorbent assay) using BCA Protein
Assay Reagent (Pierce, Rockford, IL, USA). Equal amounts of total
protein were loaded on a 12% SDS-polyacrylamide gel, blotted, and
detected with anti-GFP antibody (Abcam, Cambridge, UK) that also
binds to the YFP domain and anti-lamin antibody (Santa Cruz, Santa
Cruz, CA, USA).

Flow cytometry
For FACS (fluorescence-activated cell sorting) analysis cells were
incubated with 0, 50, or 100 ng/ml TSA for 12 hours or 24 hours,
trypsinized and washed twice with PBS containing 0.02% (w/v)
EDTA. Cells were fixed with ethanol, stored at –20°C for at least one
day, and stained with a solution containing 5 µM DAPI (4,6-
diamidino-2-phenylindole; Serva, Heidelberg, Germany) and 5 µM
SR101 (sulforhodamine 101; Eastman Kodak, Rochester, USA) as a
protein counterstain (Stoehr et al., 1976). The FACS analysis of cell
cycle and apoptosis was carried out on a Cytofluorograph System 30-
L (Ortho Diagnostics Systems Inc., Westwood, MA, USA) using the
UV lines (351-364 nm) of an argon laser as described previously
(Dean and Jett, 1974; Stoehr et al., 1976). The dependence of
apoptosis on the concentration of TSA was analyzed by assuming that
the percentage of cells in apoptosis (a) goes linear with the fractional
saturation (θ) of HDACs with TSA according to Eqn 1. The baseline
(b) corresponds to the percentage of apoptotic cells present in the
absence of TSA and (c) is the proportionality constant:

a = c 3 θ + b . (1)

The parameter θ is calculated from the binding equilibrium given
by Eqn 2 with a dissociation constant Kd and cooperativity factor α:

For H2A-YFP fluorescence intensity measurements by flow
cytometry, cells were resuspended in medium after trypsinisation and
measured with a Profile I flow cytometer (Coulter Corporation,
Hialeah, FL, USA). Excitation was carried out with the 488 nm line
of an argon laser and emission was measured with a band pass filter
at 515-535 nm.

Fluorescence microscopy analysis
For CLSM (confocal laser scanning microscopy) cells expressing
H2A-YFP were seeded on modified cell culture dishes that had an
etched grid of 175 µm spacing fixed onto the bottom of the dish.
Three-dimensional stack images of living cells were acquired in the
presence and absence of TSA with a Leica TCS SP2 confocal laser
scanning microscope (Leica Microsystems, Mannheim, Germany)
using a HCXPlApo 63×1.32 oil objective lens. An Argon laser was
used for excitation at 514 nm and emission was detected at 526-651
nm. For DAPI imaging excitation was carried out with a laser diode
at 405 nm and emission was recorded at 420-480 nm. Images of
512×512 pixels in stacks of about 70 frames with a pixel size of

(2)θ = .
[TSA]α

Kd
α + [TSA]α
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70×70×210 nm and 12 bit intensity resolution were taken with four
times averaging. For in vivo imaging, cells were held in a humid
incubation chamber with temperature and CO2 control (PeCon,
Erbach-Bach, Germany). FRAP (fluorescence recovery after
photobleaching) experiments were conducted using the Leica
software. Small regions of the cell nuclei were bleached at maximal
intensity at 514 nm four times and postbleach images were taken every
2 seconds for 2 minutes. The intensity in an arbitrary area within the
bleached region was plotted against time. The freely mobile fraction
R of H2A-YFP was determined from the fluorescence in the bleached
region after a plateau was reached (F`) and the fluorescence before
(Fi) and after (F0) bleaching according to Eqn 3. The fluorescence
intensity outside the bleached region decreased to approximately 80%
during the postbleach observation time. This was corrected by
dividing F` by the correction factor γ=0.8:

For cell cycle analysis on coverslips, cells were fixed in 4%
paraformaldehyde with 2% sucrose for 15 minutes, permeabilized
with 0.5% Triton X-100 for 5 minutes, and blocked with 4%
BSA/PBS for 20 minutes at room temperature. Staining was
conducted with 5.0 µM DAPI, 180 mM Tris-HCl pH 7.5 and 50%
(v/v) glycerol for >24 hours at 4°C. Images were taken with an
Axiovert S100 TV wide-field fluorescence microscope (Zeiss, Jena,
Germany). The image acquisition and processing was performed on
about 4000 cells per coverslip with OpenLab software (Improvision,
Lexington, MA, USA) in a procedure similar to that described
previously (Bestvater et al., 2002). For image analysis the background
was subtracted and a threshold was set to allow recognition of cell
nuclei and calculation of a binary mask. Objects of a size and intensity
below that of intact nuclei were disregarded. The DNA content of each
nucleus was determined from the integrated DAPI intensity and
plotted in a histogram to derive the cell cycle stage. The fluorescence
lifetime of H2A-YFP in the absence and presence of TSA was
measured as described previously (Hanley et al., 2002).

Image segmentation
For the quantitative analysis by spatially resolved scaling analysis
(SRSA) the region of the nucleus was segmented from the CLSM
stacks using the image processing software Tikal developed by C.
Bacher and M. Gebhard. A 3D anisotropic diffusion filter that uses an
‘edge stopping’ function based on Tuckey’s biweight error norm was
applied (Black et al., 1998). This algorithm preserves object
boundaries sharper than ordinary Gaussian filters. After noise
reduction by 3D anisotropic diffusion, segmentation of the cells based
on a global threshold method was conducted. The outlines of nuclei
were obtained by Canny edge detection on the previously segmented
images (Canny, 1986). For image correlation spectroscopy the
segmentation was carried out by setting a threshold after Gaussian
smoothing, which resulted in a binary mask leaving the nuclei blank.

Image correlation spectroscopy (ICS)
The typical length of spatial chromatin density fluctuations and their
amplitude were determined by calculating the radial spatial
autocorrelation function of pixel intensities in CLSM images. Only
intensities from pixels in the nuclei were taken. Based on the two-
dimensional autocorrelation function according to

[see Petersen (Petersen, 2001) for a review of ICS theory and

applications] the radial correlation function G(r) was computed by
averaging over all displacements with r=ÎW∆x2W+∆Wy2W. The resulting
spectra were fitted with Gaussian functions using Origin (OriginLab,
Northampton, MA, USA). The full width at half maximum of the
shortest decay was identified as the correlation length of chromatin
subcompartments while the G(0, 0) value from the fit was used as
normalized variance of the chromatin density fluctuations.

Spatially resolved scaling analysis (SRSA)
The local and thus spatially resolved behavior of the chromatin mass
distribution in three-dimensional CLSM image stacks was
investigated by computing the weighted local fractal dimension Df
(Kaye, 1989; Tobias A. Knoch, Approaching the three-dimensional
organisation of the human genome, PhD thesis, Ruprecht-Karls-
Universität Heidelberg, 2002; Rodríguez-Iturbe and Rinaldo, 1997).
Df is the exponent that related the mass or pixel intensity M(l) of a
cubic measurement volume to the side length l of this volume:

M(l) ~ lDf . (5)

Each image stack with a pixel size of 70×70×210 nm was placed
in a grid of 70×70×70 nm for isotropic spatial measurements. The
intensity values were summed up for three-dimensional boxes with up
to l=11 grid elements around all image pixels belonging to the
segmented nucleus. To account for pixels in the box not belonging to
the segmented volume, the total intensity in the box was weighted
with the fraction of nuclear pixels. Df was calculated by linear
regression for 3<l<11.

Results
TSA cell cycle effects were dependent on concentration
and incubation time
Cell cycle effects were examined by FACS analysis to
determine the total DNA content per cell after DAPI staining.
Thirteen independent experiments each in triplicate were
averaged. Upon treatment with TSA for 12 hours a weak arrest
in G1 (increase by 11.4±8.2% at 50 ng/ml TSA and 10.6±6.3%
at 100 ng/ml TSA) and an arrest in the G2/M (increase by
29.7±29.2% at 50 ng/ml TSA and 59.4±28.8% at 100 ng/ml
TSA) stage was observed (Fig. 1A,B). By contrast, after 24
hours incubation, TSA caused a strong arrest in S phase in a
concentration-dependent manner (increase by 42.4±16.8% at
50 ng/ml TSA and 73±24% at 100 ng/ml TSA) (Fig. 1C,D).
Upon longer incubation, cells continued to progress through
the cell cycle indicating that TSA induced an arrest but did not
block the cells at a specific cell cycle position. The HeLa
control cells and the HeLa-H2A-YFP cell line were
indistinguishable with respect to the effect of TSA on cell cycle
progression.

Simultaneous inhibition of different HDACs induced
apoptosis
Effects of TSA on apoptosis were also analyzed by FACS using
DAPI staining. The fraction of apoptotic cells was quantified
at different TSA concentrations (Fig. 2). The data showed a
concentration dependence with a maximal fraction of apoptotic
cells of about 20% at TSA concentrations >200 ng/ml (660
nM). A fit of the data to a simple binding equilibrium was
conducted according to Eqns 1 and 2 with α=1. In this model
only one class of TSA binding sites exists and the percentage
of apoptotic cells is dependent on the saturation of these sites

(4)G (∆x,∆y) = – 1
〈I(x + ∆x,y + ∆y)I(x,y)〉

〈I(x,y)〉2

(3)R= .
F`/γ –F0

Fi – F0
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with TSA (dashed line in Fig. 2). The scaling factor c in Eqn
1 accounts for the detachment of apoptotic cells from the
culture dish so that a plateau value at 20% is reached. It is
assumed that the probability of an apoptotic cell to detach from
the dish is independent of the TSA concentration and that the
time course of apoptosis is significantly shorter than the TSA
incubation time of 24 hours. Furthermore, cellular uptake of
TSA and equilibration to its concentration in the medium are
fast on this time scale as inferred from the kinetics of TSA
effects on gene expression (Mariadason et al., 2000). In Fig. 2,
the fit with α=1 showed systematic deviations from the data
with a value for the apparent dissociation constant of Kd=700
nM. If α was allowed to vary, the fit was significantly better
and values of Kd=310 nM and α=3.2 were obtained
(continuous line in Fig. 2). Thus, the concentration dependence
of TSA-induced apoptosis was not simply proportional to the
saturation of HDACs with TSA, but showed a rather sharp
transition around a concentration of <300 nM (<100 ng/µl)
TSA. This behavior suggests an induction of apoptosis by TSA
that would require simultaneous inhibition of three HDACs.

TSA increased the amount of H2A-YFP incorporated
into chromatin
A quantitative analysis by flow cytometry revealed that the
TSA-treated cells showed an up to two-fold increase of H2A-
YFP fluorescence intensity that correlated with the TSA
concentration as expected for a simple binding equilibrium
(Fig. 3A, Eqn 2 with α=1). The apparent dissociation constant
was Kd=500 nM (150 ng/ml) reflecting the TSA concentration
at which the fluorescence intensity reached half of the

maximum value. At a concentration of 100 ng/ml
TSA, as used for imaging, a 40±3% higher
fluorescence intensity was observed compared to
the control cells. The differences in the cell cycle
distribution for control cells (G1: 65.4±5.2%, S:
23.4±5.0%, G2/M 11.0±2.3%) and TSA-treated
cells (G1: 45.9±11.0%, S: 39.5±13.6%, G2/M:
15.0±6.4%) can only partly account for this effect:
assuming a DNA content of 1 n (G1), 1.5 n (S) and
2 n (G2M) the average DNA content and
fluorescence per cell would only increase by
<10%. Measurements by in vivo fluorescence
lifetime imaging experiments yielded almost
identical fluorescence lifetimes of 2.92±0.18
nseconds and 2.89±0.37 nseconds in the absence
and presence of TSA, respectively. Therefore, the
increased fluorescence is due to a higher H2A-YFP
concentration and not related to changes of the
photophysical properties of the YFP-tag. Indeed, a
western blot analysis showed that the total amount

of H2A-YFP increased significantly (Fig. 3B). From a
quantification of band intensities, a twofold increase at 100
ng/ml TSA and 24 hours incubation time is estimated.
However, it should be noted that the western blot signal does
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Fig. 1.Effect of TSA on the cell cycle as analyzed by
FACS. Black bars, control cells; dark gray bars, cells
treated with 50 ng/ml TSA; light gray bars, cells treated
with 100 ng/ml TSA. The overall changes in the
distribution after (A) 12 hours and (C) 24 hours, and the
change weighted with the fraction of cells in the given
cell cycle stage after (B) 12 hours and (D) 24 hours are
shown.
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Fig. 2.Concentration dependence of TSA induced apoptosis. TSA
caused an increase in apoptosis in a concentration-dependent manner
after incubation for 24 hours, as revealed by the FACS analysis. A fit
of the data to a model in which apoptosis reflects the binding of TSA
to a single class of independent binding sites (Eqn 2, α=1) showed a
systematic error (dashed line). By contrast, a good fit of the data was
obtained with a cooperativity factor of α=3.2 (solid line).
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not display a linear response to concentration and that the 40%
increase in H2A-YFP fluorescence determined by FACS
analysis is more reliable. The FRAP analysis of the cells
revealed that TSA had no significant effect on the ratio of
incorporated to free H2A-YFP. Average values for the fraction
of free H2A-YFP determined according to Eqn 3 for 15 cells
were 11.1±4.5% (control) and 17.1±5.9% (100 ng/ml TSA, 24
hours). Thus, the TSA-treated cells had an approximately 30%
higher concentration of chromatin-incorporated H2A-YFP,
when differences in the cell cycle stage distribution were taken
into consideration and the concentration of H2A-YFP in the
cytosol was assumed to be constant.

TSA induced a reversible decondensation of interphase
chromatin
The effect of TSA was studied with H2A-YFP-expressing cells

by CLSM to detect a reorganization of interphase chromatin.
Cells were incubated with 100 ng/ml TSA for 24 hours. Under
these conditions a significant increase of acetylation of histone
H4 was visible on Triton-acid urea gels (data not shown) as
described previously (Hoshikawa et al., 1994). The cell density
was reduced to about 50%. On the CLSM images of the control
cells dense chromatin regions are seen as brighter areas around
the nucleolus and close to the nuclear membrane because of a
higher local density of H2A-YFP. Upon TSA treatment these
dense regions vanished and a more homogeneous chromatin
distribution was observed (Fig. 4A,C). To confirm that the
observed changes correlate with changes in the DNA
distribution, DAPI images of the same cells were taken after
fixation. Cells showed a somewhat altered structure probably
a result of fixation but the more homogeneous distribution of
DNA upon TSA treatment was still apparent (Fig. 4B,D).
DAPI-stained images of control HeLa cells were also studied.
In these cells TSA had a similar effect on the DNA distribution
as in the H2A-YFP-expressing cells. Thus, it can be excluded
that an increased incorporation of H2A-YFP (see above)
caused decondensation of the chromatin.

To test whether the conformational changes induced by TSA
were reversible and on which time scale they occurred, the
effect of adding and removing TSA was studied (Fig. 5). After
TSA addition cells were imaged every 30 minutes. Significant
changes were detected after about 4 hours (Fig. 5B). Upon
removal of TSA dense chromatin areas reappeared after further
incubation for 4 hours (Fig. 5C). This indicates that TSA,
inhibits HDACs reversibly and that chromatin recondenses
again if the TSA concentration is sufficiently reduced.

Determining the cell cycle stage on coverslips
Since the significant increase of S phase cells upon TSA
treatment could obscure a comparison of the interphase
chromatin conformation, a method was developed to identify
the cell cycle stage of a given cell on microscopic images. Cell
were grown on coverslips with an etched grid, and living cells
were imaged with CLSM using H2A-YFP as a chromatin
marker (Fig. 6A). Their positions on the grid were recorded for
later identification and cells were fixed and stained with DAPI.
Phase contrast (Fig. 6B) and DAPI (Fig. 6C) images were
acquired with an inverse epifluorescence microscope.
Integrated DAPI intensities per nucleus of <4000 cells were
plotted (Fig. 6D). Then the cell cycle stage of single cells was
determined from their position in the histogram. For the
quantitative image analysis only cells within the full width at
half maximum from the G1 peak were used.

Quantification of changes in chromatin morphology
The structural differences of the interphase chromatin
conformation due to TSA-induced histone acetylation were
quantified by image correlation spectroscopy (ICS) and by
spatially resolved scaling analysis (SRSA). Both methods
revealed a significant effect of increased histone acetylation on
the nuclear structure and allowed a quantitative description of
the interphase chromatin distribution. About 30 cells treated
with TSA and 60 control cells were evaluated. The ICS
analysis based on images of the YFP fluorescence from living
cells (Fig. 4) yielded correlation lengths of 2.56±0.07 µm

Fig. 3.Effects of TSA on H2A-YFP expression. (A) H2A-YFP
fluorescence intensity increased upon TSA treatment. Cells were
incubated with the indicated TSA concentrations for 24 hours and
H2A-YFP fluorescence was measured by FACS analysis. The
fluorescence intensity of untreated cells was set to 1 and the relative
fluorescence increase was plotted. (B) Western blot analysis of H2A-
YFP protein expression relative to that of lamin. The H2A-YFP
concentration increased with longer incubation times (left) and
higher TSA concentrations (right).
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(+TSA) and 1.27±0.07 µm (control) and an intensity variance
of 0.045±0.004 (+TSA) and 0.055±0.003 (control) (Fig. 7).
Thus, in TSA-treated cells chromatin density fluctuations on
distances >1 µm were significantly longer and with a lower
intensity variance, indicative of a more homogeneous
distribution. This qualitative difference was also found in DAPI
images of fixed H2A-YFP-expressing cells (Fig. 4B,D) with
correlation lengths of 1.22±0.07 µm (+TSA) and 0.75±0.07
µm (control). The same HeLa cell line but without H2A-YFP
displayed similar values of 1.49±0.07 µm (+TSA) and
0.88±0.07 µm (control) showing that decondensation did not
result from the higher incorporation of H2A-YFP. The about
two-fold longer correlation length obtained for the in vivo
H2A-YFP images might be due to fast chromatin movements
during imaging and/or artifacts induced by the fixation of cells.

On a local scale <800 nm, i.e. below the above-mentioned
correlation lengths, the SRSA histograms based on images of
the H2A-YFP fluorescence from living cells showed clear
peaks at 2.815 (+TSA) and 2.415 (control, Fig. 8). The
distributions had a standard deviation of σ=0.046 (+TSA) and
0.065 (control) around the peak when fit with a Gaussian
function. The rather large differences indicate that because of
decondensation of chromatin, the local chromatin density

distribution of TSA-treated cells was more similar
to a homogeneously filled volume for which one
would get a fractal dimension of 3. Again very
similar results were obtained for the local fractal
dimension when analyzing the DNA distribution in
DAPI-stained images of fixed H2A-YFP cells (Fig.
4B,D). Peaks at 2.823 (+TSA) and 2.537 (control)
were observed, which had widths of σ=0.032
(+TSA) and 0.071 (control).

Discussion
TSA affects cell cycle progression
It has been reported that TSA induces an arrest in
G1 or G2/M phase (Hoshikawa et al., 1994;
Inokoshi et al., 1999; Yamashita et al., 2003;
Yoshida and Beppu, 1988). While a moderate arrest
of cells in G1 and G2/M was observed in our
experiments after an incubation time of 12 hours at
50 and 100 ng/ml, a more pronounced arrest in S
phase was apparent if cells were incubated for 24
hours in the presence of the same TSA
concentrations. Thus, for certain combinations of

TSA concentrations and incubation times, a previously not
observed strong arrest in S phase was induced. The HeLa cells
studied here required about 18.5 hours to complete one cell
cycle (Tobias A. Knoch, Approaching the three-dimensional
organisation of the human genome, PhD thesis, Ruprecht-
Karls-Universität Heidelberg, 2002), which is fast compared to
other cell lines. Experiments conducted with a slower growing
HeLa cell line showed no significant arrest in S phase after 24
hours (data not shown) the effect of TSA on cell cycle
progression might be related to the growth rate.

The above results indicate that it was important to select
cells in G1 phase for the image analysis in order to separate
differences in cell cycle progression from structural changes
in interphase chromatin. While the cell cycle stage can be
determined by immunostaining using cell cycle-specific
marker proteins, a more direct and reliable method is
determining the DNA content. This was done for single cells
on the coverslip by calculating the integrated DAPI
intensities after fixation. It allowed the assignment of the cell
cycle stage to single cells previously imaged in vivo. As
compared to the FACS analysis a broadening of the
distribution was observed (Fig. 3D). The differences to the
FACS histograms are probably related to the potentially
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Fig. 4.TSA-induced changes of interphase chromatin
morphology. HeLa cells stably expressing H2A-YFP
were treated with 100 ng/ml TSA for 24 hours.
28µm×28µm (400×400 pixel) images are shown. Image
intensities were normalized to the same average value.
(A) Nuclei of control cells imaged in vivo with H2A-YFP.
Dense chromatin areas were seen as brighter spots around
the nucleolus and close to the nuclear membrane.
(B) Fixed and DAPI-stained images of the same nuclei as
in A. (C) TSA-treated cells imaged in vivo with H2A-
YFP. The chromatin distribution was more homogeneous
and most of the dense chromatin disappeared. (D) Fixed
and DAPI-stained images of the same nuclei as in C.
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incomplete or reduced excitation of nuclear regions outside
the focal plane, the fixation procedure (paraformaldehyde
versus ethanol) and the different algorithm used for the
analysis. Nevertheless, the method applied here allows the
analysis of the cell cycle stage and the reliable identification
of G1 phase cells in the microscope by a direct determination
of the DNA content.

TSA-induced apoptosis and H2A-YFP expression
Previous studies suggest that apoptosis caused by TSA
treatment is preceded by histone hyperacetylation (Lee et al.,
1996) and requires new protein synthesis (Medina et al., 1997).
The concentration-dependent effects of TSA on apoptosis
deviated significantly from a simple model, in which the
number of apoptotic cells reflects the saturation of a single
HDAC by TSA (Fig. 2). However, an excellent fit of the
apoptosis data was obtained for a model that assumes a
cooperative concentration dependence of TSA on HDAC
activity. Since the structural analysis of the catalytic HDAC
center shows only the reversible binding of one TSA molecule
(Finnin et al., 1999) this apparent cooperativity cannot be
explained by the facilitated binding of multiple TSA molecules
to a single HDAC protein. Therefore, the results indicate that

induction of apoptosis requires the simultaneous inhibition of
different HDACs. From the data in Fig. 2 a cooperativity factor
of α=3.2 was derived, which suggests that the simultaneous
inhibition of HDAC activity at three different targets can lead
to apoptosis. To date 17 human genes have been identified
encoding HDACs. Eleven of these genes – members of so-
called class I and II are inhibited by TSA (Johnstone, 2002).
Thus, the simultaneous involvement of multiple HDACs in a
complex cellular process such as apoptosis seems very
possible.

In the presence of 100 ng/ml TSA the average H2A-YFP
intensity per cell increased by about 40% after 24 hours (Fig.
6A) without any detectable change in the fluorescence
properties as inferred from fluorescence lifetime
measurements. This effect is mainly due to an increased
expression of H2A-YFP protein as demonstrated by western
blot analysis (Fig. 6B) and would correspond to an
approximately 30% higher H2A-YFP concentration in the
nucleus when accounting for differences in the cell cycle
distribution. It has been shown that a number of viral promoters
such as SV40, MMTV, CMV or MLP are induced by TSA up
to three- to fourfold. (Dressel et al., 2000). Thus, a moderate
TSA dependent induction of H2A-YFP expression is not
surprising.

Within the accuracy of the measurement, the fraction of free
H2A-YFP did not increase significantly as shown by FRAP
experiments, indicating that the additional H2A-YFP protein is
either incorporated into chromatin or that the concentration of
H2A-YFP in the cytosol is increased. Since the analysis of
DAPI-stained HeLa control cells without H2A-YFP showed a
similar TSA-dependent decondensation as the HeLa H2A-YFP
cell line, it can be excluded that the small difference in the
H2A-YFP expression level contributes to the observed
chromatin reorganization.

Histone acetylation and large scale chromatin
decondensation
The TSA concentration at which the HDAC activity is reduced
by 50%, the IC50 value, has been measured in vitro to be
between 1.4 to 38 nM for different HDACs (Buggy et al., 2000;
Furumai et al., 2001; Hoffmann et al., 2001; Yoshida et al.,
1990). We have used concentrations about one order of
magnitude above the IC50 values (100 ng/ml or 330 nM TSA)
to assure a significant inhibition of HDAC activity. Treatment
of the cells for several hours resulted in a visible
decondensation of bona fide heterochromatic areas and led to
a more homogeneous distribution of chromatin. Upon removal
of TSA the effect was almost completely reversed after about
4 hours. This is consistent with previous findings that TSA
binds reversibly to the active center of HDACs and acts as a
competitive inhibitor (Finnin et al., 1999; Yoshida et al., 1995;
Yoshida et al., 1990).

Effects of TSA on histone acetylation and gene expression
have been observed within 30 minutes indicating that the
uptake of TSA into the nucleus is fast on the time scale of the
experiments conducted here (Mariadason et al., 2000).
Previous studies demonstrated that two histone fractions exist
with different kinetics of acetylation and deacetylation
(Covault and Chalkley, 1980; Sun et al., 2001; Sun et al., 2003;
Zhang and Nelson, 1988). About 10-15% of the histones are

Fig. 5.Reversibility of TSA-induced chromatin decondensation.
CLSM images of the same cell nuclei before treatment with TSA
(A), after incubation with 100 ng/ml TSA for 4 hours (B), and after
changing to a medium without TSA and incubation for another 4
hours (C). The effect of TSA is reversible since dense chromatin
regions reappeared after washing out TSA.
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acetylated and deacetylated with a half-time (t1/2) of about 3-
8 minutes, whereas for the bulk of histones acetylation has a
t1/2 between 200 and 400 minutes, and deacetylation a t1/2 of
30-150 minutes. From the kinetics of the reversible chromatin
conformation changes observed here it appears that for
complete (de)condensation the fraction of histones with a
slower rate on the time scale of several hours has to be
acetylated or deacetylated.

Acetylation of histone tails appears to have only moderate
effects on the conformation of the 30 nm chromatin fiber in vitro
and a small reduction of sedimentation coefficient and fiber
diameter has been reported (Annunziato et al., 1988; Wang et
al., 2001). Other more indirect effects would involve
modulating the binding of chromatin-associated proteins like
HP1 (Maison et al., 2002), the recruitment of chromatin
remodeling complexes (Georgel et al., 1997; Logie et al., 1999)
or the exchange of regular core histones with histone variants
like histone H3.3, H2AX and macroH2A (Ausio et al., 2001;
Hazzouri et al., 2000; Janicki et al., 2004). The chromatin
reorganization described here consists of structural changes up
to the µm range and must therefore reflect the three-dimensional
arrangement of the chromatin fiber in the nucleus rather than its
local structure. It is of interest to know whether changes in the
mass density or flexibility of the 30 nm fiber would have
significant effects on its higher order folding, and we are
currently examining this question by computer simulations.

Quantification of confocal images by ICS and SRSA
The ICS analysis evaluates the spatial distribution of the pixel
intensity from the computation of the correlation function
given in Eqn 4. In general, a specific chromatin compaction
state is characterized by a non-random distribution of regions
with higher and/or lower chromatin densities at certain average
distances in the nucleus. This will lead to a corresponding
correlation and/or anticorrelation of the intensity values, and
the dimensions of given chromatin substructures can be derived
from the decomposition of the correlation function in Fig. 7.
The most prominent feature is the correlation length of the
smallest component for which values of 2.56 µm (+ TSA) and
1.27 µm (control) were determined. Thus, on lengths above 1
µm a decondensation of chromatin upon TSA treatment was
demonstrated with ICS. The correlation length of density
fluctuations can be assigned to the average size of chromatin
subcompartments in the order of 1.3 µm for control cells. In
TSA-treated cells the length increased by a factor of two while
the fluctuations showed a lower intensity variance of 0.045 as
compared to 0.055 in the control. This behavior reflects the
dissolution of dense chromatin domains that contain several
Mb of DNA.

In the second approach introduced here for a quantitative
description of the chromatin condensation state, the local fractal
dimension over the whole nucleus is calculated. This method,
designated as spatially resolved scaling analysis or SRSA,
determines the exponent Df, i.e. the fractal dimension, with
which the sum of all pixel intensities increases with the side
length l of an observation cube around a given pixel. For a
completely homogenous distribution Df =3 will be obtained,
since the volume of a cube increases with the third power of its
length. However, if structures exist that have intensity
fluctuations in the order of the length scale studied, the sum of
all pixel intensities will increase with an exponent of Df <3 when
plotted against the length l of the observation cube. Thus, by
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Fig. 6.Determination of the cell cycle stage of investigated cells.
(A) In vivo CLSM images of HeLa cell nuclei expressing H2A-YFP.
(B) Phase contrast image of fixed, DAPI-stained cells were taken
with an inverse fluorescence microscope. The white circle shows the
cell imaged in A. (C) DAPI image of the same area as in B.
(D) Comparative histogram of cells analyzed by FACS (solid line)
and on coverslips (dashed line). DAPI intensities of the imaged
nuclei were plotted and the cell cycle stage of single cells was
determined from their position in the histogram.
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Fig. 7. ICS analysis of TSA-induced decondensation. Both for and
The spatial radial autocorrelation function was calculated and
averaged over 60 control cells ( dashed line) and 30 TSA-treated
cells (solid line).
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analyzing the average fractal dimension Df of the density
distribution on a local scale between the optical resolution limit
of 200 nm and 800 nm, the chromatin organization in general
and the decondensation of chromatin after TSA treatment can
be characterized. The observed increase of Df from 2.415
(control) to 2.815 (+TSA) suggests that the topology of
chromatin changes significantly in the 0.2 to 0.8 µm scale with
respect to loop size and/or folding pattern upon hyperacetylation
(Cremer and Cremer, 2001; Tobias A. Knoch, Approaching the
three-dimensional organisation of the human genome, PhD
thesis, Ruprecht-Karls-Universität Heidelberg, 2002; Knoch,
2003).

ICS and SRSA clearly identify a large chromatin
decondensation by TSA from averaging an ensemble of cells in
G1 phase. They are complementary in the sense that the ICS
analysis reveals the decondensation of chromatin
subcompartments with a correlation length of 1.3 µm upon
increased histone acetylation, while the SRSA results
demonstrate that a more homogeneous chromatin distribution is
also induced on a length scale between 0.2 to 0.8 µm. Both
methods are suitable for the quantification of a wide range of
structural changes not only of chromatin but also of other cellular
structures. In addition, they provide an approach to quantitatively
compare simulated chromatin arrangements with experimentally
determined distributions from microscopic images.

Concluding remarks
By in vivo labeling of specific chromatin loci with an
autofluorescent Lac repressor it has been demonstrated that
transcriptional activation is accompanied by a large-scale
unfolding of chromatin (Janicki et al., 2004; Tumbar et al.,
1999). It is often assumed or speculated that histone acetylation
induces such an opening of chromatin. However, direct in vivo
experimental support for this model has been missing. We have
demonstrated here that increased histone acetylation leads to a

reversible decondensation of dense chromatin
subcompartments within a range of 0.2 to >1 µm in length in
living G1 phase HeLa cells. This result is consistent with the
recent observation that the HDAC inhibitor suberoylanilide
hydroxamic acid (SAHA) increased the DNase I sensitivity and
restriction enzyme accessibility of the p21WAF1 promoter
region (Gui et al., 2004).

Since the effect of acetylation per se on the conformation of
the 30 nm chromatin fiber appears from in vitro studies to be
moderate, it is currently an open question whether these local
changes would translate into significant differences of the
higher order folding of the fiber. Alternatively, acetylation
might serve as a marker to recruit chromatin-remodeling
complexes and/or other chromosomal proteins that change the
higher order conformation of the chromatin fiber. It is
anticipated that the combination of in vivo microscopy and
quantitative image analysis by ICS and SRSA introduced here
will prove to be useful for further studies in two aspects. First,
it now becomes possible to relate high resolution images of
chromatin to 3D models of the chromatin fiber folding into
specific subcompartments. Second, the chromatin
conformation can be reliably evaluated in cell lines in which
the expression or activity of certain proteins is inhibited, for
example by RNAi approaches. This would allow the in vivo
identification of proteins that are essential for establishing an
open chromatin structure.
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The histone chaperone NAP1 is a carrier of histones
during nuclear import, nucleosome assembly, and chro-
matin remodeling. Analytical ultracentrifugation was
used to determine the association states of NAP1 alone
and in complexes with core histones. In addition, the
concentration dependence of the association was quan-
tified by determining the equilibrium dissociation con-
stant between different NAP1 species. At physiological
protein and salt concentrations the prevalent species
were the NAP1 dimer and octamer. These were also the
association states found to interact with histones in a
stoichiometry of one NAP1 monomer per histone. Based
on these results a model for a cell cycle-dependent shift
of the NAP1 dimer-octamer equilibrium is proposed that
reflects different biological functions of NAP1.

In eukaryotes the DNA is packed into nucleosomes consist-
ing of 147 bp of DNA wrapped around an octamer of small basic
histone proteins (1–4). This octamer consists of two copies of
histones H2A, H2B, H3, and H4, respectively. The nucleosome
constitutes the basic repeating unit of chromatin, and forma-
tion of a regularly spaced nucleosome chain during chromatin
assembly is a prerequisite to maintain the biological activity of
chromatin. This requires ATP-dependent chromatin assembly
factors as well as so-called histone chaperones (5–10). Histone
chaperones bind histone proteins and prevent nonspecific,
charge-based interaction with nucleic acids. This activity ap-
pears essential to cell viability, because simple mixing of his-
tones and DNA in vitro at physiological salt concentrations
leads to the rapid formation of poorly defined insoluble aggre-
gates (11, 12). One of these chaperones, the nucleosome assem-
bly protein 1 (NAP1)1 (13, 14), is involved in the transport of
the histone H2A�H2B dimer from the cytoplasm to the nucleus
and the deposition of histones onto the DNA as described in
several reviews (5–7, 10). NAP1 is highly acidic, which is likely
to mediate its interaction with the positively charged histone
proteins. It is thought to function in large chromosomal do-
mains rather than at local restricted sites (5), and in yeast loss
of NAP1 leads to an altered gene expression of about 10% of the
genome (15). NAP1 is present at micromolar concentrations
throughout the cell cycle, and an increase of the NAP1 concen-
tration during S-phase has been reported for some NAP1 ho-

mologues in higher eukaryotes (16–19). Various lines of evi-
dence indicate that NAP1 and the related NAP2 protein are
mainly cytoplasmic during G1 and G2 phase with only a small
fraction in the nucleus and translocate into the nucleus during
S phase (14, 19–21).

In vivo experiments show coimmunoprecipitation of NAP1
with the histones H2A and H2B but not with H3 and H4 (11,
22). In contrast, NAP1 is capable of binding all four core his-
tones in vitro (13, 14, 23–25). Several studies focused on the
determination of the association state of NAP1, which in yeast
has a monomer molecular mass of 47.9 kDa. By gel filtration or
gradient centrifugation very different molecular masses rang-
ing from 120 to 600 kDa and sedimentation coefficients from
1.5 S up to 7 S were reported. In a recent study it was concluded
based on analytical ultracentrifugation experiments that
yNAP1 exists as complex mixture of species with s values
between 4.5 and 12 S at physiological salt concentrations (75
and 150 mM NaCl). In the presence of 500 mM NaCl concentra-
tion a 4.5 S NAP1 dimer was identified (26). It appears that
upon mixing NAP1 with histones distinct complexes are
formed, which sediment around 5–6 S, 8 S, and 10–12 S,
respectively (13, 23, 24). Within the 12 S complex all four
histones cosedimented in nearly equal amounts, and upon ad-
dition of DNA nucleosomes were formed. The 5–6 S complex
was assigned to a NAP1 complex with the H2A�H2B dimer and
the 8 S complex to a complex that contains NAP1 and the
(H3�H4)2 tetramer (13, 23, 24). Hence, the biologically highly
relevant interaction of NAP1 with histones appears to be
tightly connected to the NAP1 association state. In particular,
the nature of the different NAP1 complexes observed previ-
ously at physiological ionic strength and their relation to spe-
cific NAP1 activities remain to be elucidated.

Here, we have used analytical ultracentrifugation (AUC) to
determine the different association states of NAP1 on its own
and in complexes with histones. AUC is very useful for the
identification of the oligomeric state and the stoichiometry of
proteins, and to characterize their thermodynamic and hydro-
dynamic properties in solution (27, 28). The concentration de-
pendence of the equilibrium between different NAP1 species
was quantified in terms of the corresponding dissociation con-
stants. At physiological protein and salt concentrations the
dominating species were the NAP1 dimer and octamer, which
were also the association states found to interact with histones.
Based on these results and estimates of the intracellular con-
centration of NAP1 we propose a model, in which the transport/
exchange of H2A�H2B dimers in G1 and G2 phase is mediated
by NAP1 dimers. The accumulation of NAP1 in the nucleus
during S phase induces the association of NAP1 into an octa-
mer complex. This species has eight histone binding sites so
that it could act as a carrier for multiple histone dimers as
required for the de novo assembly of nucleosomes.
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EXPERIMENTAL PROCEDURES

Expression and Purification of NAP1—Yeast NAP1 was expressed
from plasmid pET28-yNAP1 from Toshio Tsukiyama with a N-terminal
His tag. The plasmid corresponds to Saccharomyces cerevisiae NAP1
with a T7 tag cloned into the NdeI site of pET28a. The His tag is
followed by a thrombin cleavage site. The expressed NAP1 protein has
a calculated molecular mass of 52.4 kDa with the His tag and 49.5 kDa
after thrombin cleavage. Protein overexpression from pET28-yNAP1
was in Escherichia coli BL21(DE3) carrying the pLysS plasmid. For
purification, cells were suspended in lysis buffer (20 mM Tris-HCl, pH
7.5, 500 mM KCl, 20 mM imidazole, 5 mM mercaptoethanol, 15% glyc-
erol, 1 mM EDTA, 0. 1% Nonidet P-40, 1 mM Pefabloc), sonicated, and
centrifuged. Nickel-agarose beads were equilibrated with lysis buffer
and added to the supernatant after supplementing MgCl2 to a final
concentration of 2 mM. Binding was allowed for 3–4 h at 4 °C, and beads
were washed twice with lysis buffer and twice with washing buffer (20
mM Tris-HCl, pH 7.5, 100 mM KCl, 20 mM imidazole, 5 mM mercapto-
ethanol, 15% glycerol, 0.01% Nonidet P-40, 1 mM Pefabloc). Elution was
conducted with washing buffer supplemented with 0.5 M imidazole. The
eluate was dialyzed against buffer A (20 mM Tris-HCl, pH 7.5, 100 mM

M KCl, 1 mM dithiothreitol, 10% glycerol, 0.1 mM EDTA). The protein
was further purified on a Mono-Q column and eluted with a KCl
gradient from 0.1 to 1 M in buffer A. Fractions were checked on SDS-
PAGE, and NAP1-containing fractions were pooled and dialyzed
against buffer A. DNase activity was tested by incubating NAP1 with
supercoiled plasmid DNA over 2 days. For some experiments the His
tag was removed by binding purified NAP1 to nickel-agarose and incu-
bating with biotin-tagged thrombin for 2 h at 20 °C using the thrombin
cleavage kit according to the specifications given by the manufacturer
(Novagen, Madison, WI). Thrombin was subsequently removed with
streptavidin beads. Using the program SEDNTERP2 (29) the monomer
extinction coefficient of NAP1 was calculated from the amino acid
sequence to be �280 � 37,000 M�1�cm�1. From the absorbance spectrum
of the protein we derived the corresponding value of �230 � 293,000
M�1�cm�1.

Preparation and Gel Electrophoresis Analysis of Fluorescent Histone
Complexes—Recombinant Xenopus laevis histones H2A12C, H2B,
H3C110A, and H4K5C were overexpressed from pET plasmids in E. coli
as described previously (30, 31). The H2A12C and H4K5C proteins
contain a cysteine substitution, allowing specific labeling with thiol-
reactive probes (32, 33). In Histone H3C110A the cysteine is substituted
against alanine to hinder modification of this residue, which could lead
to functional impairment. Histones H2A12C and H2B or H3C110A and
H4K5C were dissolved in unfolding buffer containing 7 M guanidinium
chloride, 20 mM Tris-HCl, pH 7.5, 1 mM EDTA, and 5 mM mercaptoeth-
anol at equimolar ratios and a total protein concentration of 1 mg/ml.
Refolding was by dialysis into the same buffer but without guanidinium
chloride. A reducing agent was removed by repeated concentration and
dilution of histone proteins in freshly degassed labeling buffer (20 mM

Tris-HCl, pH 7.2, 0.1 mM EDTA) using Vivaspin 20 concentrators (Viva-
science, Hannover, Germany). Labeling was carried out at a histone
monomer concentration of �60 �M with a 1.5 times molar excess of
Alexa Fluor 488 C5 maleimide (Molecular Probes Europe BV, Leiden,
Netherlands) for 1 h. The reaction was stopped by adding 10 mM

dithiothreitol and incubating for 30 min on ice. Labeled histone com-
plexes were then purified from misfolded histone and free dye using
BioRex 70 resin (Bio-Rad Laboratories GmbH) as described before (32).
Concentration of labeled histones and labeling efficiency were assessed
by absorbance spectroscopy using an excitation coefficient of �496 �
72,000 M�1�cm�1 for the Alexa 488 label (34) and the published values
for the histones at a wavelength of 276 nm (30) after subtracting the
contribution of Alexa 488 at this wavelength. A labeling efficiency of
70% was routinely reached for H2A12C and 50% for H4K5C, and the
labeled histones behaved identically to the wild type in terms of asso-
ciation state. Agarose gel electrophoresis of NAP1 complexes with la-
beled histones was conducted on 1% agarose gels in 0.11� TBE (10 mM

Tris, 10 mM boric acid, 0.22 mM EDTA) supplemented with 10 mM KCl.
NAP1 and histones were mixed prior to loading in 10 mM Tris-HCl, pH
7.5, 150 mM KCl and incubated for at least 10 min at room temperature.
Bands were visualized by illumination with a UV-light box at 302 nm
and detection by using a charge-coupled device camera.

Analytical Ultracentrifugation—Analytical sedimentation equilib-
rium ultracentrifugation was carried out at 20 °C on a Beckman Op-
tima XL-A analytical ultracentrifuge equipped with absorbance optics

and an An60 Ti rotor. The partial specific volume v� at this temperature
was determined from the amino acid composition to be 0.726 ml�g�1 for
NAP1, 0.746 ml�g�1 for the histones, and 0.730 ml�g�1 for the NAP1-
histone complexes using the program SEDNTERP version 1.052 (29).
Hydration values of 0.44 g of H2O per g of NAP1, 0.39 g of H2O per g of
histone, and 0.43 g of H2O per g of NAP1�histone complex were calcu-
lated as described previously (35). Proteins were dialyzed against buffer
containing 10 mM Tris-HCl, pH 7.5, 5% (v/v) glycerol and 10 or 100 mM

KCl prior to analysis. The density � of the buffer was 1.0133 g�ml�1 (10
mM KCl) and 1.0176 g�ml�1 (100 mM KCl), and the viscosity � was
1.1680 mPa�s (10 mM KCl) and 1.1667 mPa�s (100 mM KCl) at 20 °C as
calculated with SEDNTERP.

Sedimentation equilibrium ultracentrifugation runs were performed
with NAP1 concentrations ranging between 0.5 and 32 �M and at
speeds of 5,000, 7,000, and 10,000 rpm and for some runs also at 3,000
and 15,000 rpm. The NAP1-H2Af�H2B complexes were studied with 3
�M H2Af�H2B dimer (6 �M histone monomer) and 6 �M NAP1. In
addition, experiments were conducted, in which the NAP1 concentra-
tion was varied from 3 to 12 �M. NAP1 and H3�H4f were mixed at a 1:1
monomer ratio using 8.6 �M H3�H4f dimer and 17.3 �M NAP1. Equilib-
rium was obtained after 24–30 h as judged from a comparison of scans
recorded at intervals of 4 h. Absorbance data were collected at 230 and
280 nm by averaging 10 scans with radial increments of 0.001 cm in
step mode. Absorbance values above 1.3 were not included in the anal-
ysis. The sedimentation equilibrium data were analyzed by global fit-
ting of all data sets of a given sample with the software UltraScan
version 6.2 (www.ultrascan.uthscsa.edu) from Borries Demeler. A mon-
omer-dimer, dimer-octamer, or dimer-octamer-hexadecamer model was
used as described in the text. Other models that involved a NAP1 dimer
as basic building block and included tetramers or hexamers were also
tested but did not lead to good fits. All fits derived according to Reac-
tions 1–4 had a fit quality of 35% or higher, with a value of �30% being
considered as an adequate model for the data.

Analytical sedimentation velocity studies were conducted at 20 °C
and at 35,000 and 42,000 rpm in epon double-sector cells and in the
same buffer used for the equilibrium runs. The NAP1 concentration was
between 1 and 4 �M for the analysis of NAP1 complexes. For experi-
ments with histones 3 �M H2A�H2B dimer (6 �M histone monomer) and
6 �M NAP1 monomer or 20 �M NAP1 and 10 �M H3�H4f dimer (20 �M

histone monomer) were used. Data were collected at 230, 280, or 496 nm
using a spacing of 0.03 cm in a continuous scan mode. A global analysis
of the sedimentation velocity experiments was conducted with the pro-
gram SEDPHAT version 2.0 (www.analyticalultracentrifugation.com)
(36). The local residual mean square deviation was between 0.006 and
0.011 for single and global fits. The same models as in the equilibrium
runs were used with an instantaneous equilibrium between different
association states corresponding to kinetic off-rate constants that are
equal or faster than 0.1/s.

RESULTS

NAP1 Associates into Dimer, Octamer, and Hexadecamer—
Yeast NAP1 was expressed in Escherichia coli and purified by
His tag affinity and ion exchange chromatography (Fig. 1A). A
contaminating DNase activity present in the eluate from the
nickel-chelating resin was removed by a second chromatogra-
phy step on a Mono-Q ion exchange column. After the final
purification step the protein was more than 95% pure and the
preparation had no detectable DNase activity as tested by
incubation with supercoiled plasmid substrate at 37 °C over
several days and analysis by agarose gel electrophoresis (data
not shown). For some AUC experiments the His tag of NAP1
was removed by thrombin digestion to test if the tag effects the
association state. The His tag was cut off quantitatively under
appropriate conditions with hardly any additional degradation
of the protein (Fig. 1B). NAP1 preparations equivalent to those
obtained after 6–22 h of digestion were used in subsequent
AUC experiments.

Binding of NAP1 to histones was studied with histone
H2A�H2B and H3�H4 complexes that were reconstituted from
overexpressed and purified recombinant histones (30). The het-
erodimer/tetramer complexes were prepared with the fluores-
cent dye Alexa 488 covalently attached to either H2A or to H4
in a site-specific manner (see “Experimental Procedures”).
These labeled H2Af or H4f histones displayed an additional

2 J. Philo, D. Hayes, and T. Laue, available at www.jphilo.
mailway.com/download.htm.
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absorbance maximum at 496 nm and a fluorescence maximum
at about 520 nm allowing specific detection of NAP1-histone
complexes by absorbance and fluorescence measurements. Fig.
1C shows a Coomassie-stained SDS-gel with the purified his-
tone H2Af�H2B and H3�H4f complexes and a reconstituted hi-
stone octamer preparation as a reference. The SDS-gel demon-
strates that the histone preparations are highly purified and
that H2Af and the H4f displayed the expected fluorescence
signal upon excitation of the Alexa 488 fluorophore. The recom-

binant histones H2A und H2B from X. laevis have a very
similar mobility under standard electrophoretic conditions and
are hardly separated (37).

The association states of NAP1 in absence of histones were
determined by sedimentation equilibrium ultracentrifugation.
Typical data sets are displayed in Fig. 2(A and B), and the
results are summarized in Table I. Initial runs at approxi-
mately physiological salt concentrations (100 mM KCl, 2 mM

MgCl2) revealed a complex multispecies equilibrium. To iden-
tify the basic building blocks of the NAP1 multimers the salt
concentration was varied from 10 mM to 1 M KCl. At 10 mM KCl
an excellent fit of the data was obtained over a concentration
range from 0.5 to 13.4 �M NAP1 with a monomer-dimer model
and a monomer molecular mass constrained to 51.3 kDa as
calculated from the amino acid composition (Fig. 2A) according
to Reaction 1.

2 NAP1^ �NAP1�2

REACTION 1

A dissociation constant of Kd1–2 � 0.2 � 10�6 M was deter-
mined. At NAP1 concentrations well above the dissociation
constant (measurements at 6.7, 8.1, and 13.4 �M) the data
could be described well with a single component fit. A molecu-
lar mass of 104 � 4 kDa was obtained with the molecular mass
being the only fit parameter and using the calculated values for
the partial specific volume v� � 0.726 ml�g�1 of NAP1 and a
buffer density of � � 1.0133 g�ml�1 (see “Experimental Proce-
dures”). This result is in excellent agreement with the calcu-
lated value of 102.7 kDa for the NAP1 dimer. Thus, NAP1
forms a dimer in low salt buffer, which is the building block for
the oligomers formed at physiological salt concentrations. This
finding confirms a previous study, in which the NAP1 dimer
was identified as the basic association state (26). Accordingly,
the molecular mass of the NAP1 dimer of 102.7 kDa was used
in further experiments as a fixed parameter to determine the
higher association states at physiological buffer conditions and
in complexes with histones.

At 100 mM KCl concentration the association of NAP1 into
larger complexes was evident from a comparison of the molec-
ular weight averages. For example at 	2 �M protein concen-
tration average values of 81 � 4 kDa (10 mM KCl) and 169 � 9
kDa (100 mM KCl) were determined when fitting the data to a
single component model. However, in these experiments sys-
tematic deviations from a one or two component model were
observed in the residuals of the fits, indicating a more complex
equilibrium state. A detailed analysis revealed that the data at
100 mM KCl were best described by a dimer-octamer-hexa-
decamer equilibrium (Reaction 2).

8�NAP1�2^ 2�NAP1�8^ �NAP1�16

REACTION 2

Other models that involve the NAP1 dimer as the smallest unit
(e.g. formation of tetramer or hexamer) did not lead to good fits.
Fig. 2B shows a representative data set at 100 mM KCl with a
fit to a dimer-octamer-hexadecamer equilibrium and the dimer
molecular mass constrained to 102.7 kDa. Very good fits to this
model were obtained over a concentration range from 0.5 �M to
32 �M NAP1 monomer with data recorded at 230 and 280 nm.
Values for the dissociation constant of Kd2–8 � (5.8 � 3.9) �
10�18 M3 and Kd8–16 � (1.2 � 0.3) � 10�6 M were determined.
The concentration at which the ratio of NAP1 in the dimeric
and octameric state is 1:1 is (Kd2–8)1/3 � (1.8 � 0.4) � 10�6 M.
At salt concentrations of 150 mM KCl, 100 mM KCl plus 2 mM

MgCl2, or 10 mM KCl plus 2 mM MgCl2 (Table I) the data were
also best described with a dimer-octamer-hexadecamer equilib-

FIG. 1. A, purification of NAP1 protein from E. coli with nickel-
affinity and ion exchange chromatography. Due to its high number of
negative charges the NAP1 protein displays a somewhat reduced mo-
bility on SDS gels with an apparent molecular mass of 	60 kDa. L,
lysate; S, supernatant; P, pellet; E(Ni), eluate after affinity purification
with nickel-agarose beads; E(Q), eluate from Mono-Q ion exchange
column. B, cleavage of His tag from NAP1. NAP1 was bound to nickel-
agarose beads, and thrombin cleavage was conducted for the times
indicated. Increasing amounts of tag-free NAP1 were released to the
supernatant. At extended incubation times unspecific cleavage by
thrombin resulted in faster moving bands. C, gel electrophoretic anal-
ysis of reconstituted and purified H2Af�H2B dimer and (H3�H4f)2 tet-
ramer. An SDS-gel is shown with visualization of the protein by Coo-
massie staining in comparison to the H2Af and H4f fluorescence signal
of the same lanes. As a reference, a histone octamer is included that has
been reconstituted from purified recombinant histones as described
previously (31). Histones H2Af and H2B are not separated on the gel.
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FIG. 2. Analytical ultracentrifugation of NAP1. The left panel shows the experimental data and the fitted curves in dependence of the radial
position. On the right the residuals of the fits are plotted. Equilibrium centrifugation experiments were carried out at 20 °C and at 5,000, 7,000,
and 10,000 rpm as shown in A and B. Representative sedimentation velocity runs conducted at 35,000 rpm (C) and 42,000 rpm (D) are shown with
every fifth scan being included in the plot. A and C, NAP1 in buffer containing 10 mM KCl was fitted with a monomer-dimer equilibrium (Reaction
1) with the molecular mass of the monomer fixed at 51.3 kDa. B and D, NAP1 in buffer containing 100 mM KCl fitted with a dimer-octamer-
hexadecamer equilibrium (Reaction 2).
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rium with no apparent changes of the dissociation constants.
Raising the KCl concentration above 0.5 M led to the dissocia-
tion of the complex into increasing amounts of monomeric
NAP1 indicating that the formation of the NAP1 dimer in-
volves predominantly electrostatic interactions that are weak-
ened by high salt concentrations. At 500 mM KCl NAP1 was
present almost completely as a dimer in agreement with re-
sults reported recently (26).

The possible effect of the His tag on the NAP1 association
was examined by cleavage of the tag with thrombin (Fig. 1B).
This construct was studied by equilibrium analytical ultracen-
trifugation experiments at 100 mM KCl and at NAP1 monomer
concentrations of 2, 4, 8, 12, 16, and 32 �M. Within the accuracy
of measurement no differences were observed in the average
molecular weight or multimer equilibrium distribution (data
not shown). Best fits were also obtained with a dimer-octamer-
hexadecamer equilibrium and similar dissociation constants as
those determined for the His-tagged NAP1. Thus, the His tag
had no detectable effect on the association properties of NAP1.
Because a significant fraction of the protein was lost during the
additional purification after thrombin digestion of NAP1, the
subsequent experiments were conducted with His-tagged
NAP1.

NAP1 complexes were also studied by sedimentation velocity
analysis to determine the sedimentation coefficient and hydro-
dynamic shape of the complexes. The salt-dependent associa-
tion of NAP1 was clearly evident in the sedimentation velocity
analysis when computing the weight average sedimentation
coefficient. At a protein concentration of 2 �M values of 3.8 �
0.3 S at 10 mM KCl and 6.5 � 0.6 S at 100 mM KCl were
determined. Again the data were indicative of the presence of
several species. The sedimentation coefficients of the single
components in the NAP1 multispecies equilibrium system ac-
cording to Reaction 1 or Reaction 2 were determined with the
program SEDPHAT from Peter Schuck (36). The resulting val-
ues of the sedimentation coefficients s measured at 20 °C are
given in Table II. Representative sedimentation velocity plots
are shown for 10 mM KCl (Fig. 2C) and 100 mM KCl (Fig. 2D).
The sedimentation coefficients of the monomer and dimer were
determined at 10 mM KCl using a monomer-dimer equilibrium
model (Reaction 1). The monomer had an s value of 2.4 � 0.2 S,
whereas the dimer yielded 4.4 � 0.2 S. At 100 mM KCl a
dimer-octamer-hexadecamer equilibrium (Reaction 2) was
used and sedimentation coefficients of 11.4 � 0.8 S (octamer)
and 21.3 � 0.5 S (hexadecamer) were measured.

NAP1 Binds Histones in a 1:1 Stoichiometry—Initial at-
tempts to analyze the association of NAP1 with recombinant
histones H2A�H2B and H3�H4 by analytical ultracentrifugation

yielded no clear results. The complex dimer-octamer-hexa-
decamer equilibrium of NAP1 precluded the identification of
additional species with bound histones. Therefore, recombi-
nant histone complexes were prepared with the fluorescent dye
Alexa 488 covalently attached to either H2A or to H4 in a
site-specific manner. These labeled histones H2Af or H4f al-
lowed a specific detection of NAP1�histone complexes both by
absorbance and fluorescence measurements.

The initial characterization of complex formation of
H2Af�H2B and H3�H4f with NAP1 was conducted using elec-
trophoresis mobility shift assays. Increasing amounts of NAP1
were mixed with labeled histone complexes (H2Af�H2B or
H3�H4f) and analyzed on agarose gels exploiting the H2Af or
H4f fluorescence signal (Fig. 3). Free histones migrate into the
opposite direction due to their highly positive charge. Accord-
ingly, they were not visible in the gel, except for nonspecific,
hardly migrating aggregates in samples, in which an excess of
histones was present (Fig. 3, lanes with 0, 0.4, and 0.8 �M

NAP1). Upon addition of NAP1 to histones, a specific complex
formed and reached saturation at a ratio of approximately one
NAP1 monomer per histone, both for H2Af�H2B (Fig. 3A) and
H3�H4f (Fig. 3B). Thus, one NAP1 protein binds one histone in
good agreement with previous studies (25). It is further noted
that NAP1-H2Af�H2B and NAP1-H3�H4f complexes migrated
at an apparent identical height, indicative for the formation of
complexes of similar size and charge.

NAP1 Dimer and Octamer Form Complexes with H2A�H2B
Dimers—The AUC analysis was conducted with absorbance
data recorded at 496 nm. Thus, only the species containing
H2Af�H2B dimer was detected. For the H2Af�H2B dimer alone
a molecular mass of 29 � 4 kDa was determined in equilibrium
runs, which is in very good agreement with the 28.5 kDa
derived from the amino acid sequence. NAP1 and histone dimer
were mixed at different molar ratios. Only at a ratio of one
NAP1 monomer per histone monomer a good fit could be ob-
tained with a dimer-octamer model for sedimentation equilib-
rium and velocity experiments at both 10 mM and 100 mM KCl
according to Reaction 3 (Fig. 4).

4�NAP1�2-�H2A�H2B�1^ �NAP1�8-�H2A�H2B�4

REACTION 3

A NAP1 hexadecamer species with H2Af�H2B was not detected
in the experiments. Using a dimer-octamer-hexadecamer
model did not improve the fit, and the Kd8–16 values indicated
negligible amounts of hexadecamer. Interestingly, already at
10 mM KCl the octamer complex was present, suggesting a
stabilization of the NAP1 octamer upon histone binding at this

TABLE I
Association states of NAP1, histones, and NAP1-histone complexes determined by sedimentation equilibrium analysis

KCl (mM) Basic association state Abbreviation Mfit
a

(kDa) Equilibrium complexes

10 NAP1 monomer NAP1 51.3b Monomer�dimerb

100 NAP1 dimer (NAP1)2 102.7 Dimer-octamer-hexadecamer
10 
 MgCl2

c NAP1 dimer (NAP1)2 102.7 Dimer-octamer-hexadecamer
100 
 MgCl2

c NAP1 dimer (NAP1)2 102.7 Dimer-octamer-hexadecamer
10/100 H2A�H2B dimer (H2Af�H2B)1 28.5d Dimerd

10/100 NAP1 dimer with H2A�H2B dimer (NAP1)2-(H2Af�H2B)1 131.2 Dimer-octamer
10/100 H3�H4 dimer (H3�H4f)1 27.2e Dimere

10/100 NAP1 dimers with H3�H4 dimer (NAP1)2-(H3�H4f)1 129.8 Dimer-tetramer-octamer
a Molecular masses were fixed in the analysis with equilibrium association models at these values calculated from the amino acid sequence.
b A molecular mass of 103.8 � 1 kDa demonstrating the formation of a dimer was determined from a one component fit for NAP1 at

concentrations of 6.7 �M and higher.
c MgCl2 was added at a concentration of 2 mM.
d A molecular mass of 27.5 � 4 kDa was determined for H2Af�H2B dimer from measurements at 10 mM and 100 mM KCl with a one-component

fit.
e Under the conditions of the experiments most of the H3�H4 was present in the dimer state. A molecular mass of 29.7 � 5 kDa was determined

in equilibrium runs at 10 and 100 mM KCl from a one-component fit.
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salt concentration. A value of Kd2–8 � 5 � 10�16 M3 and
(Kd2–8)1/3 � 8 � 10�6 M was measured. At 100 mM KCl the
multimerization occurred with Kd2–8 � 3 � 10�18 M3 and
(Kd2–8)1/3 � 1.4 � 10�6 M. This is very similar to the NAP1
dimer-octamer equilibrium in the absence of histones showing
that the binding of H2Af�H2B dimer had little effect on the
formation of the NAP1 octamer at 100 mM KCl. The Histone
H2Af�H2B dimer interacted with NAP1 with high affinity, be-
cause no indication for the presence of free H2Af�H2B dimer
was found at a 1:1 stoichiometry of NAP1 and histone. This is
consistent with a NAP1�histone dissociation constant of 20 nM

at 0.1 M ionic strength as estimated from affinity blotting
experiments (38).

To determine the sedimentation coefficients of the NAP1-
H2Af�H2B complexes sedimentation velocity runs were per-
formed and analyzed according to Reaction 3. A representative
fit at 10 mM KCl is shown in Fig. 4C. The sedimentation
coefficient of the (NAP1)2-(H2Af�H2B)1 dimer complex was
measured to be 5.5 � 0.7 S and for the (NAP1)8-(H2Af�H2B)4
octamer complex a value of s � 16.6 � 2.2 S was determined
(Table II).

NAP1 Dimer and Octamer Form Complexes with H3�H4—
The analysis of NAP1 complexes in the presence of H3�H4 was
also conducted at 496 nm to detect only histone-containing

species. For H3�H4f alone a molecular mass of 29.7 � 5 kDa was
determined in equilibrium runs at 10 and 100 mM KCl with a
good fit to a one component model. This value is very close to
the molecular mass of 27.2 kDa calculated for the dimer, and
the fit to a monomer-dimer equilibrium indicated that under
these experimental conditions only a small fraction (�15%)
associates into the (H3�H4f)2 tetramer. This is consistent with
previous studies that reported the dissociation of (H3�H4)2
tetramer into dimers at low ionic strength and protein concen-
tration in the micromolar range (39, 40). The formation of a
stable (H3�H4)2 tetramer would require higher protein and salt
concentrations than those used here (40).

NAP1 and histones were mixed in equimolar amounts and
examined by sedimentation equilibrium (Fig. 5A) and velocity
centrifugation (Fig. 5B) at 10 mM and 100 mM KCl. All data sets
showed a good fit to a dimer-tetramer-octamer model with a
fixed molecular mass of 129.8 kDa for the (NAP1)2-(H3�H4f)1
dimer complex as described in Reaction 4.

4�NAP1�2-�H3�H4�1^ 2�NAP1�4-�H3�H4�2^ �NAP1�8-(H3�H4)4

REACTION 4

Thus, H3�H4f behaves very similar to H2Af�H2B in its interac-
tion with NAP1 but in addition to the dimer and octamer
complex an association state forms, in which two NAP1 dimers
stabilize the (H3-H4f)2 tetramer complex. At 10 mM KCl this
complex was the prevalent species, and little octamer complex
was present, whereas at 100 mM KCl the concentration of the
(NAP1)4-(H3�H4f)2 complex was low and the (NAP1)8-(H3�H4f)4
complex formed with a dissociation constant of Kd2–8 � 2 �
10�17 M3 and (Kd2–8)1/3 � 3 � 10�6 M.

Sedimentation coefficients for the (NAP1)2-(H3�H4f) and
(NAP1)8-(H3�H4f)4 complexes were found to be equivalent to
those of the corresponding complexes with H2Af�H2B within
the accuracy of the measurement. Accordingly, the values for
these association states were averaged resulting in s � 5.5 �
0.7 S (dimer) and s � 16.6 � 2.2 S (octamer). The sedimentation
coefficient of the (NAP1)4-(H3�H4f)2 complex was determined to
be 10.9 � 1.6 S (Table II).

Conformations of NAP1 Complexes Are Derived from Hydro-
dynamic Measurements—From the sedimentation coefficients
measured for the NAP1 complexes the ratio of the friction
coefficient f to that of a sphere with the same volume and
friction coefficient fo was calculated (Table II). The relatively
high f/fo ratios indicate that the conformation of NAP1 dimer
and octamer differ significantly from a sphere for which f/fo
would equal one. Upon binding of histones to NAP1 dimer only
a small decrease of the friction coefficient ratio was observed
from 1.52 � 0.10 to 1.45 � 0.16 for the (NAP1)2-(H2A�H2B)1

FIG. 3. Gel shift analysis of NAP1 with the H2A�H2B dimer and
the (H3�H4)2 tetramer. A, increasing concentrations of NAP1 were
mixed with 1.0 �M H2Af�H2B dimer. NAP1 was completely saturated
with histones at a ratio of 	1 NAP1 monomer per histone. B, increasing
concentrations of NAP1 were mixed with 1.0 �M H3�H4f dimer. At a
ratio of 	1 NAP1 monomer per histone NAP1 was completely saturated
with histones.

TABLE II
Hydrodynamic parameters of NAP1 complexes

sa Molecular massb f/fo
c D � 107d Model fit Reactiona

S kDa cm2 s�1

NAP1 2.4 � 0.2 51.3 1.80 � 0.16 4.1 � 0.4 1
(NAP1)2 4.4 � 0.2 102.6 1.56 � 0.07 3.8 � 0.4 1, 2
(NAP1)8 11.4 � 0.8 410.4 1.52 � 0.10 2.5 � 0.2 2
(NAP1)16 21.3 � 0.5 820.8 1.29 � 0.05 2.3 � 0.1 2
(NAP1)2-(H2A�H2B)1 5.5 � 0.7 131.1 1.45 � 0.16 3.8 � 0.4 3
(NAP1)8-(H2A�H2B)4 16.6 � 2.2 524.4 1.21 � 0.14 2.8 � 0.4 3
(NAP1)2-(H3�H4)1 5.5 � 0.7 129.8 1.44 � 0.16 3.8 � 0.4 4
(NAP1)4-(H3�H4)2 10.9 � 1.6 259.6 1.15 � 0.14 3.8 � 0.5 4
(NAP1)8-(H3�H4)4 16.6 � 2.2 519.2 1.19 � 0.14 2.9 � 0.4 4

a The sedimentation coefficient at standard conditions (20 °C, H2O) as determined from single and global fits to models described by Reactions
1–4 as indicated using SEDPHAT. Standard deviations were determined from averaging results from single fits.

b Calculated molecular masses are included as a fixed parameter in the analysis of sedimentation velocity runs.
c Ratio of the measured friction coefficient f to the friction coefficient fo of a sphere with the same volume, including hydration.
d Diffusion constants at standard conditions (20 °C, H2O) determined from the friction coefficient (35).

Analytical Ultracentrifugation of NAP1 Complexes 15695



and to 1.44 � 0.16 for the (NAP1)2-(H3�H4)1 species. In con-
trast the NAP1 octamer complex adopted a more globular
shape when associated with histones, because the value of f/fo
decreased significantly. In analogy to the stacked annular pen-
tamer-decamer structure formed by the histone chaperone
nucleoplasmin (9, 10, 41) we propose the model depicted in Fig.
6A. It is consistent with the hydrodynamic parameters derived
from the sedimentation velocity analysis, but it is noted also
that other arrangements of NAP1 subunits would be compati-
ble with the measured friction coefficient ratios. In our model
the NAP1 octamer forms an annular structure, which can stack
to form a hexadecamer. The disk-shaped structure of the de-
picted octamer has a relatively high friction coefficient, and
stacking of two octamers would lead to a reduction of the f/fo
ratio as observed in the sedimentation velocity runs, which
yielded values of f/fo � 1.52 � 0.10 (octamer) and f/fo � 1.29 �
0.05 (hexadecamer) (Table II). Upon histone binding the NAP1
octamer undergoes a transition to a more compact association
state as indicated in Fig. 6A by an accompanying decrease of
the central cavity.

The friction coefficients and the known molecular weights
can be used to calculate the diffusion constant D. The values for
D in pure water are listed in Table II. From mobility measure-
ments of other proteins like GFP it is estimated that in the cell
the corresponding in vivo value would be 3 to 4 times lower due
to the higher viscosity in the absence of any topological con-
straints to the mobility imposed by chromatin or other cellular
structures (42).

NAP1 Octamer Formation Could Be Induced in Vivo during
S Phase by NAP1 Accumulation in the Nucleus—The number of
NAP1 monomers in haploid yeast cells has been determined to
be around 8070 molecules in microarray experiments (43). Dur-
ing G1 phase NAP1 is mostly excluded from the nucleus (21,
44). A haploid yeast cell has an average cell volume of 32 �m3

(45). Estimating that about half of the cell volume is occupied
by organelles like nucleus, vacuole, mitochondria, and the
Golgi apparatus that are inaccessible to NAP1 this would cor-
respond to a concentration of 	1 �M NAP1 monomer or 	0.5
�M NAP1 dimer. From the dissociation constants Kd2–8 and
Kd8–16 determined in the AUC experiments it can be concluded
that during G1 phase NAP1 is present in the cytoplasm mostly
as a dimer. As plotted in Fig. 6B the fraction of NAP1 present
in the dimer, octamer, and hexadecamer state would be
94:6:0.1%.

During S phase dephosphorylation of NAP1 leads to its ac-
cumulation in the nucleus (14, 19) with some increase in the
expression level (18) resulting in a significantly higher NAP1
concentration. The yeast nucleus has a total volume of �3.6
�m3 of which not more than 2.9 �m3 are estimated to be
accessible for NAP1 (46, 47). Without considering any increase
in the expression level a concentration of 4 �M NAP1 monomer
could be reached if 80% of NAP1 would be localized in the
nucleus. This would favor the association of NAP1 dimer into
octamer and hexadecamer. For a 2 �M NAP1 dimer concentra-
tion the ratio of dimer:octamer:hexadecamer is 50:38:12% (Fig.
6B). Taking into consideration that upon histone binding the

FIG. 4. Analytical ultracentrifugation of NAP1 complexes with histone H2Af�H2B dimer. Experiments were recorded at 496 nm. The left
panel shows the experimental data and the fitted curves in dependence of the normalized radial position. On the right the residuals of the fits are
plotted. Runs were fitted to the model given in Reaction 3 with the molecular mass of the (NAP1)2-(H2A�H2B)1 species constrained to 131.2 kDa.
Data acquired at 10 mM KCl (A) and 100 mM KCl (B) are shown. C, sedimentation velocity run at 10 mM and a NAP1/histone ratio of 1:1. Only every
fifth scan is shown.
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hexadecamer was destabilized and not detected in the AUC
experiments the fraction of NAP1 in dimeric and octameric
complexes would be 53:47%.

DISCUSSION

NAP1 mediates various important biological activities like
the rearrangement of nucleosomes during transcription, the
shuttling of the histone H2A�H2B dimer from the cytoplasm to
the nucleus, and the assembly of newly synthesized DNA into
chromatin (see Refs. 5–7, 10 for reviews). These diverse func-
tions of NAP1 are likely to differ with respect to the number
and type of histones found in complexes with NAP1. An under-
standing of the different NAP1 association states is therefore
an essential prerequisite for any mechanistic studies of NAP1
activities. Considerable efforts have been made to characterize
the multimer equilibrium of NAP1 alone and in complexes with
histones (13, 14, 23, 25, 26). However, the physiologically rel-
evant association states adopted by NAP1 remained to be elu-
cidated. Here analytical ultracentrifugation was used to iden-
tify the complexes of NAP1 alone and with core histones, and to
characterize these with respect to their thermodynamic stabil-
ity and hydrodynamic shape.

The NAP1 monomer was only observed at unphysiologically
low ionic strength and associates into a dimer with high affin-
ity if the salt concentration is raised. At physiological ionic
strength an equilibrium between NAP1 dimer, octamer, and
hexadecamer was present (Table I). The measured sedimenta-
tion coefficients of the monomer (2.4 � 0.2 S) and dimer (4.4 �
0.2 S) determined in our analysis are in good agreement with
the values measured recently in the presence of 500 mM KCl
and 1.8 M guanidinium hydrochloride (26). In addition, a NAP1
octamer and hexadecamer were identified here with s values of
11.4 � 0.8 and 21.3 � 0.5 (Table II). The data summarized in
Tables I and II lead to the model shown in Fig. 6A, in which the
NAP1 dimer associates into a disk-shaped annular octamer.
The hexadecamer is formed by stacking two octamers on top of
each other. This conformation is consistent with the large re-

duction of the friction coefficient ratio from f/fo � 1.52 � 0.10
(octamer) to f/fo � 1.29 � 0.05 (hexadecamer). Because these
conformations are similar to the pentamer-decamer structure
formed by the histone chaperone nucleoplasmin (9, 10, 41),
they appear the most likely, although other shapes and ar-
rangements of NAP1 subunits would also be compatible with
the observed friction coefficient ratios.

The interactions between NAP1 and core histones were in-
vestigated first in gel shift experiments, and a stoichiometry of
1:1 for NAP1-histone complexes was measured, which confirms
the results reported previously (25). The NAP1-histone com-
plexes have been described to sediment between 5 and 12 S (13,
14, 23, 24). Here, the species that predominantly form under
physiological salt and protein concentrations were identified as
a NAP1 dimer bound to a histone dimer (5.5 � 0.7 S) and a
NAP1 octamer-histone complex (16.6 � 2.2 S) (Table II). No
significant shifts in the equilibrium between the NAP1 dimer
and the NAP1 octamer were observed upon histone binding
under these conditions.

Based on AUC results and estimates of the intracellular
concentration of NAP1 the model shown in Fig. 7 was devised
for the cell cycle-dependent formation of different NAP1 asso-
ciation states. During transcription chromatin regions have to
adopt a more open conformation. Removal of one H2A�H2B
dimer from the histone octamer seems to be essential for tran-
scription elongation through nucleosomes (48, 49), and NAP1
and other histone chaperones stimulate the binding of tran-
scription factors to chromatin templates (50, 51). In addition,
the histone H2A�H2B dimer exchanges more rapidly than the
H3�H4 tetramer in vivo (52, 53). It has been shown that NAP1
is present in complexes with SWR1 that catalyzed the ex-
change of H2A�H2B dimer to a dimer variant in yeast (54).
Thus, as shown in Fig. 7, mediating the dissociation and re-
binding of single H2A�H2B dimers during transcription in G1

phase is a likely function of NAP1 dimers that could explain its
effect on gene expression (15). During DNA replication in S

FIG. 5. Analytical ultracentrifugation of NAP1 complexes with histone (H3�H4f)2 tetramer. Experiments were recorded at 496 nm. The
left panel shows the experimental data and the fitted curves in dependence of the normalized radial position. On the right the residuals of the fits
are plotted. Equilibrium runs were fitted to the model given in Reaction 4 with the molecular mass of the (NAP1)2-(H3�H4f)1 species constrained
to 129.8 kDa. The data sets shown were acquired at 100 mM KCl by equilibrium sedimentation (A) and velocity sedimentation (B), where only every
fifth scan is shown.
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phase histones are needed in large quantities in the nucleus.
Upon dephosphorylation during the G1/S transition NAP1
shuttles histones into the nucleus (14, 19–21, 55). In some
cases also a higher expression of NAP1 was observed during
S-phase (16, 18). Due to the accumulation of NAP1 in the
nucleus its local concentration increases, leading to a signifi-
cant increase of the NAP1 octamer complex fraction (Fig. 6B).
Based on these results, it is estimated that for a concentration
of 2 �M NAP1 dimer in the nucleus �50% would be present in
the octamer complex. The actual fraction of the NAP1 octamers
might be higher in vivo due to excluded volume effects that are
referred to as macromolecular crowding (56). Furthermore, the
NAP1 dimer-octamer equilibrium could be directly affected by
post-translational modifications like polyglutamylation (57),
phosphorylation, or acetylation. Acetylation of NAP1 by p300
was shown to promote its ability to assemble chromatin and
facilitates the transfer of H2A�H2B from nucleosomes to NAP1.
Acetylation occurs in a cell cycle-dependent manner (19, 58)
suggesting a possible regulatory function in histone binding
and complex assembly. Here it is proposed that during S-phase
the nuclear NAP1 complex is present mostly as an octamer

(Figs. 6 and 7). This complex has eight histone binding sites,
which could facilitate the de novo assembly of nucleosomes by
binding two H2A�H2B dimers and two H3�H4 dimers, sufficient
for the assembly of a complete histone octamer. It is noted that
the in vitro experiments presented here and in the literature
show high affinity binding of NAP1 to all core histones (13, 14,
23–25). However, an in vivo interaction of NAP1 with histones
H3�H4 has not been demonstrated and only NAP1-H2A�H2B
complexes have been isolated by immunoprecipitation experi-
ments (11, 14, 22). This suggests that the NAP1 interaction
with H3�H4 is prevented by the association of H3�H4 dimers
with histone chaperone CAF-1 (5, 39, 59) and/or DNA. How-
ever, NAP1 is sufficient for the in vitro assembly of nucleo-
somes and can serve as a carrier for all four core histones in the
reaction (60). This process is of considerable interest for the
reconstitution of chromatin with defined histone composition.
It is also conceivable that the NAP1-mediated assembly of
complete nucleosomes is taking place in vivo under specific
conditions that remain to be identified.

In summary, NAP1 has various important activities like the
import of H2A�H2B into the nucleus and the assembly of two
H2A�H2B dimers and possibly also H3�H4 into nucleosomes
during replication. Furthermore, it interacts with the histone
H2A�H2B dimer during transcription and histone exchange.
These processes differ with respect to the number of histones
involved. Thus, the quantitative description of the association
states of NAP1 alone and in complexes with histones presented
here provides new insights into the mechanisms by which
NAP1 can exert its different biological functions.
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Histone H1 Binding Studied by Scanning Force Microscopy
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ABSTRACT The conformation of mononucleosome complexes reconstituted with recombinant core histones on a 614-
basepair-long DNA fragment containing the Xenopus borealis 5S rRNA nucleosome positioning sequence was studied by
scanning/atomic force microscopy in the absence or presence of linker histone H1. Imaging without prior fixation was conducted
with air-dried samples and with mononucleosomes that were injected directly into the scanning force microscopy fluid cell and
visualized in buffer. From a quantitative analysis of ;1,700 complexes, the following results were obtained: i), In the absence of
H1, a preferred location of the nucleosome at the X. borealis 5S rRNA sequence in the center of the DNA was detected. From the
distribution of nucleosome positions, an energy difference of binding to the 5S rRNA sequence of DDG � 3 kcal mol�1 as
compared to a random sequence was estimated. Upon addition of H1, a significantly reduced preference of nucleosome binding
to this sequence was observed. ii), The measured entry-exit angles of the DNA at the nucleosome in the absence of H1 showed
twomaxima at 816 298 and 1366 188 (air-dried samples), and 786 258 and 1376 258 (samples imaged in buffer solution). In the
presence of H1, the species with the smaller entry-exit angle was stabilized, yielding average values of 886 348 for complexes in
air and 856 108 in buffer solution. iii), The apparent contour length of the nucleosome complexeswas shortened by 346 13 nm as
compared to the freeDNA due to wrapping of the DNAaround the histone octamer complex. Considering an 11 nmdiameter of the
nucleosome core complex, this corresponds to a total of 145 6 34 basepairs that are wound around the nucleosome.

INTRODUCTION

In eukaryotes, the DNA is packaged by histone proteins into

a chain of nucleosomes, in which 146 or 147 basepairs of

DNA are wrapped in 1.67 turns of a left-handed superhelix

around a histone octamer complex (Davey et al., 2002;

Hansen, 2002; Luger et al., 1997a; Ramakrishnan, 1997b;

Richmond andWidom, 2000; van Holde, 1989). This protein

core consists of two copies each of the four histones, H2A,

H2B, H3, and H4. The nucleosome is the basic building

block of the chromatin fiber and changes of its conformation

are likely to modulate the organization of the fiber. The

structure of the free histone octamer and that of the

nucleosome complex has been determined by high resolution

x-ray diffraction (Arents et al., 1991; Davey et al., 2002;

Harp et al., 2000; Luger et al., 1997a). The nucleosome has

a cylindrical shape with a diameter of ;11 nm and a height

of 5.5 nm.

A fifth histone, the so-called linker histone H1 or H5,

binds to the nucleosome core complex (Graziano et al.,

1994; Ramakrishnan, 1997a; Zhou et al., 1998; Zlatanova

and van Holde, 1996). Although its exact binding site and

orientation are still unknown, it seems to affect the

trajectory of the DNA at the nucleosome. It has been

proposed that H1 binding constrains the entry-exit angle of

the DNA at the nucleosome and thus contributes to the

formation of higher order chromatin structure (Bednar et al.,

1998; Furrer et al., 1995; Hamiche et al., 1996; Leuba et al.,

1998a,b; Ramakrishnan, 1997a; Tóth et al., 2001; Travers,

1999; Zlatanova et al., 1998). The linker histones can

modulate gene transcription (Zlatanova et al., 2000). For

example, it has been shown that histone H1 can selectively

repress the transcription of oocytic 5S rDNA in Xenopus
borealis (Buttinelli et al., 1999). Linker histones can also

act as general transcription regulators as they play a role in

inhibition of histone acetylation (Herrera et al., 2000).

We have applied scanning force microscopy (SFM, also

termed atomic force microscopy) to determine the structural

parameters of unfixed mononucleosomes reconstituted with

recombinant core histone proteins DNA and linker histone

H1. The recombinant histones allow the analysis of highly

purified and well-defined nucleosomes in the absence of any

posttranslational modifications or contaminations with other

chromosomal proteins (Luger et al., 1997a,b). SFM can be

used for imaging DNA and protein-DNA complexes without

further fixing or staining of the sample, and imaging can be

conducted in physiological buffer solutions. Accordingly,

the technique is especially suited to study the native con-

formation of nucleosome complexes with minimal distur-

bance of the sample. Over the past years, SFM has been

applied successfully in various studies of chromatin samples

including oligonucleosomes, chromatin fibers, and whole

metaphase chromosomes (Allen et al., 1993; Bash et al.,

2003, 2001; Fritzsche and Henderson, 1996; Fritzsche et al.,

1994; Karymov et al., 2001; Leuba et al., 1998a,b, 1994;

Martin et al., 1995; Wang et al., 2002; Yodh et al., 1999,
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2002; Zlatanova et al., 1998). Results from the SFM

chromatin analysis as well as technical aspects of these

studies have been described in a number of reviews

(Bustamante et al., 1997; Fritzsche et al., 1997, 1995; Leuba

and Bustamante, 1999).

As proposed previously, essential determinants of the

chromatin fiber structure are the entry-exit angle of the

nucleosomal DNA and the rotational orientation and distance

of neighboring nucleosomes, which depend on the linker

DNA length (Leuba et al., 1994; Woodcock et al., 1993;

Yang et al., 1994). In a series of articles, these parameters

have been defined by SFM imaging and electron cryomicro-

scopy of chromatin fibers isolated from chicken erythrocytes

(Bednar et al., 1998; Horowitz et al., 1994; Leuba et al.,

1998a,b, 1994; Woodcock et al., 1993; Yang et al., 1994;

Zlatanova et al., 1998). Here, we present an SFM study of

unfixed recombinant nucleosome core particles with special

focus on the effect of linker histone H1 binding. The samples

were imaged either after air-drying or in a buffer solution that

preserves the native hydration state, and a quantitative anal-

ysis of different conformational states was conducted. We

find that binding of H1 stabilizes a nucleosome conformation

with a smaller entry-exit angle and reduces the binding

preference to the high affinity 5S rRNA sequence from X.
borealis.

MATERIALS AND METHODS

Expression and purification of recombinant
histone proteins

Overexpression and purification of recombinant histone proteins as well as

reconstitution of histone octamers and mononucleosomes were essentially

conducted as described (Luger et al., 1997b, 1999) using a slightly different

chromatography procedure scheme on a fast protein liquid chromatography

system (Amersham Biosciences, Freiburg, Germany). The supernatant from

the resolubilized histone protein inclusion bodies was filtered and loaded on

a 5 3 60-cm Sephacryl S-200 high resolution gel filtration column

equilibrated with 1.5 column volumes of SAU-1000 buffer (7 M deionized

urea, 20 mM sodium acetate, pH 5.2, 1 mM EDTA, 1 M KCl, 5 mM 2-

mercaptoethanol). The column was run at room temperature at a flow rate of

3 ml/min. Elution of proteins was monitored by the absorbance at 280 nm.

Fractions were analyzed on an 18% SDS-acrylamide gel and by ultraviolet

spectroscopy. Pooled fractions were dialyzed against water containing 5 mM

2-mercaptoethanol overnight at 48C using 6000–8000 MWCO dialysis bags

(Spectrum Laboratories, Rancho Dominguez, CA). Proteins were lyophi-

lized and stored at �208C. For further purification, the probes were

redissolved in SAU-50 buffer (7 M deionized urea, 20 mM sodium acetate,

pH 5.2, 1 mM EDTA, 50 mM KCl, 5 mM 2-mercaptoethanol) and the

protein solution was applied to a Mono S HR 5/5 cation exchange column

equilibrated with the same buffer. Histones were eluted by linearly

increasing the KCl concentration in 20 column volumes to 0.6 M.

Reconstitution of histone octamers was done as described previously

(Luger et al., 1997b, 1999). The final purification of the octamers was

conducted with a Superdex 200 HR 10/10 column equilibrated with

refolding buffer (2 M KCl, 10 mM Tris-HCl, pH 7.5, 0.1 mM EDTA, 5 mM

2-mercaptoethanol). The flow rate was 0.6 ml/min. The stoichiometry of the

octamer complex was checked on an 18% SDS-acrylamide gel, and fractions

with equimolar amounts of the four histones were pooled and stored at

�208C in refolding buffer supplemented with glycerol to a final concen-

tration of 50%. Octamer concentrations were determined using an extinction

coefficient at 276 nm e276 ¼ 38 400 M�1�cm�1 (Luger et al., 1999).

Preparation of linker histone H1

Full-length histone protein H1 from calf thymus was obtained from Roche

Diagnostics (Mannheim, Germany) and further purified. 5 mg of lyophilized

protein were dissolved in 1 ml 13 TE buffer overnight. The protein was

loaded on a 1 ml Sepharose SP-Fast Flow column and washed with 13 TE

buffer supplemented with 0.3 M NaCl and 0.5 mM PMSF. Then the protein

was eluted in a step gradient of 1 ml 1 3 TE, 0.5 M NaCl, 0.5 mM PMSF

followed by 1.4 ml of 13 TE, 2 M NaCl, 0.5 mM PMSF. The last fractions

of ;0.8 ml that showed the highest absorption at 280 nm were pooled. The

protein was desalted on a NAP-5 column (Amersham Biosciences, Freiburg,

Germany) previously equilibrated with H2O. The H1-containing fraction

was concentrated with Vivaspin 500 centrifugal concentrators (10000

MWCO, Sartorius, Göttingen, Germany) to a volume of 0.5 ml. This fraction

was loaded on a second NAP-5 column equilibrated with 13 TE and eluted

with 1 ml 13 TE. The DNA-binding activity of the purified H1 preparation

was determined by analytical ultracentrifugation and fluorescence anisot-

ropy measurements of H1 binding to a 20 bp DNA duplex under conditions

of stoichiometric binding.

Reconstitution of nucleosomes

For reconstitution of nucleosomes, 100 nM of DNA fragment and 100–130

nM histone octamer were incubated for 30 min at room temperature in

a buffer containing 10 mM Tris-HCl pH 7.5 and 2 M KCl. Two different

DNA fragments were used: a 146-bp-long palindromic sequence derived

from human a-satellite DNA studied previously (Luger et al., 1997a) was

assembled by ligating the HPLC-purified synthetic oligonucleotides ATC

AAT ATC CAC CTG CAG ATT CTA CCA AAA GTG TAT TTG GAA

ACT GCT CCA TCA AAA GGC ATG TTC AGC T (N1), ATT CAG CTG

AAC ATG CCT TTT GAT GGA GCA GTT TCC AAA TAC ACT TTT

GGT AGA ATC TGC AGG TGG ATA TTG AT (N2), GAA TTC AGC

TGA ACA TGC CTT TTG ATG GAG CAG TTT CCA AAT ACA CTT

TTG GTA GAA TCT GCA GGT GGA TAT TGA T (N3) and ATC AAT

ATC CAC CTG CAG ATT CTA CCA AAA GTG TAT TTG GAA ACT

GCT CCA TCA AAA GGC ATG TTC AGC TGA (N4) (PE-Applied

Biosystems, Weiterstadt, Germany) under standard conditions. The ligation

product of the N1�N2 and the N3�N4 duplex was purified by HPLC

chromatography using an ion-exchange Gen-Pak Fax column (Millipore,

Milford, MA). The gradient was 0–0.5 NaCl (10 min) followed by 0.5–1.0

M NaCl (20 min) at 0.75 ml/min flow rate. The buffer contained 20 mM

Tris-HCl, pH 7.6 and 0.1 mM EDTA. For the SFM imaging, mono-

nucleosomes were reconstituted with a 614-bp-long DNA fragment, which

was amplified by polymerase chain reaction from the plasmid pXP-10. It

contains a nucleosome positioning sequence from the X. borealis 5S rRNA

gene in the center. The polymerase chain reaction product was purified from

a 1% TBE agarose gel using a gel extraction kit according to the protocol

provided by the manufacturer (Qiagen, Hilden, Germany).

Formation of the octamer-DNA complex was done by salt dialysis with

two different methods that yielded equivalent results. According to the first

protocol, the KCl concentration was decreased from 2 M to zero in 10 mM

Tris-HCl pH 7.5 buffer in a continuous gradient overnight at 48C. The

second protocol involved a stepwise reduction of the salt concentration at

48C (Gottesfeld et al., 2001). Six different buffers with 10 mM Tris-HCl pH

7.5 and 1.5, 1, 0.8, 0.67, 0.2 M, or no KCl were used. In each dialysis step,

the sample was incubated for at least 1 h. In the reconstitutions with linker

histone H1, the protein was added at a ratio of 1.1 molecule H1 per

nucleosome in the dialysis step with 0.67 M KCl.

After dialysis, the samples were incubated for ;2 h at 378 to equilibrate

the distribution of binding positions (Luger et al., 1999), and then stored at

48C. Reconstituted mononucleosomes were analyzed on an 8% poly-

acrylamide gel (29:1) or on a 1% agarose gel in 13 TBE buffer. Bands were
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visualized by ethidium bromide staining. To compare the amount of free

DNA relative to mononucleosomes, it should be noted that the intensity of

ethidium bromide fluorescence is ;1.4 times higher for free DNA than for

nucleosomal DNA (McMurray et al., 1991).

Analytical ultracentrifugation

Analytical ultracentrifugation experiments were carried out on a Beckmann

Coulter (Palo Alto, CA) Optima XL-A with absorbance optics. Mono-

nucleosome solutions of A260 � 0.4 were centrifuged at 20 C8. The buffer

solution contained 20 mM Tris-HCl, pH 7.5, 0.1 mM EDTA, 0.1 mM DTT.

For the histone octamer, a molecular mass M ¼ 108 kDa and a partial

specific volume �vv ¼ 0.744 ml�g�1 at 208C was derived from the sequence

with the program SEDNTERP V1.05 by J. Philo, D. Hayes, and T. Laue.

The same program was used to calculate a buffer density r ¼ 0.999 g�ml�1

and a viscosity h ¼ 1.008 mPa s at 208C. For the 146 bp DNA, a partial

specific volume �vv ¼ 0.55 ml�g�1 at 208C (Durchschlag, 1986) and

a calculated molecular massM¼ 116 kDa (Dorigo et al., 2003) was used so

that nucleosome values ofM¼ 224 kDa and �vv¼ 0.655 ml�g�1 were derived.

The sedimentation velocity data were recorded at 260 nm with 42,000 rpm

using a spacing of 0.003 cm in the continuous scan mode. Data were

analyzed by computing the g (s*) distribution (Stafford 1992, 1997) with the
program DCDT1 version 1.13 by John Philo according to the algorithm

described (Philo, 2000).

SFM imaging

SFM images in air and in fluid were obtained with a Multimode Scanning

Probe Microscope and a Nanoscope IIIa controller from Veeco Instruments

(Woodbury, NY) operating in the ‘‘tapping mode’’. The SFM samples were

prepared according to the following protocols:

Imaging of air dried samples

10 ml of a solution of 2–10 nM nucleosomes in 5 mM Hepes-KOH pH 7.5,

10 mM Mg-acetate, and 50 mM K-acetate was deposited onto freshly

cleaved mica (Plano, Wetzlar, Germany) and immediately washed with

distilled water. The mica was then dried with a constant stream of nitrogen.

Images were recorded in air at ambient humidity using etched Si-probes type

‘‘Nanosensor’’ (LOT Oriel, Darmstadt, Germany) with a force constant 17–

64 N/m, a thickness of 3.5–5.0 mm, a resonance frequency between 250 and

400 kHz, and a tip curvature radius of �10 nm (specifications given by the

manufacturer).

Imaging in buffer solutions

A solution of 60–80 ml of a buffer containing 10 mM Hepes-KOH 8.0, 30

mM NaCl, 10 mM MgCl2, and nucleosomes at a concentration between 0.4

and 0.8 nM was pipetted onto a freshly cleaved mica disk. In this buffer,

complexes were barely visible, most likely due to weak adhesion to the

surface as observed previously, e.g., Rippe et al. (1997a,b). To increase the

binding affinity of the complexes to the mica surface, NiCl2 was added to

a final Ni21 concentration of ;10 mM (Hansma and Laney, 1996; Schulz

et al., 1998). Images were recorded with NP-S Tips (Veeco Instruments)

with a force constant of 0.32 N/m, a nominal tip radius curvature of 5–40

nm, and a resonance frequency ;8.7 kHz.

Image analysis

Only molecules with a single nucleosome not obstructed by other DNA

fragments or protein molecules were analyzed. Complexes with the protein

being bound at the end of the DNAwere not included into the analysis. DNA

contour length, DNA entry-exit angles, and nucleosome positions were

measured with the installed Nanoscope Software and with the program

Image SXM version 1.67 by Steve Barrett based on NIH Image Software

from the National Institutes of Health (Bethesda, MD). The data were plotted

and fitted with the program Kaleidagraph (Synergy Software, Reading, PA).

The error bars correspond to the square root of the number of samples within

each bin. At least four independent experiments were analyzed for the

complexes studied in fluid and in air.

Analysis of nucleosome binding sites

The location of the bound nucleosome was determined by measuring the

DNA contour length from the middle of the nucleosome complex to the free

end of the DNA fragment that was nearer. This length was divided by the

total contour length of the complex leading to values of the ratio r between

0 and 0.5. Since the X. borealis 5S rRNA sequence was located in the middle

of the fragment, a value of r¼ 0.5 would correspond to a nucleosome at this

position.

Measurement of DNA entry-exit angles

The DNA entry-exit angles at the octamer were measured with Image SXM

by drawing lines through the DNA axes on both sides of the nucleosome and

measuring the angle at their intersection.

Measurements of apparent contour length

The contour length was determined by drawing a curved line through the

middle of the DNA contour from one end of the molecule to the other end.

For the protein-DNA complexes, the curve was drawn through the center of

the protein from the DNA entry and exit points.

RESULTS

Reconstitution of mononucleosomes

Recombinant histone proteins were overexpressed and

purified as described (Luger et al., 1997b, 1999). Fig. 1 A
shows a Coomassie-stained SDS gel with the purified single

histones H2A, H2B, H3, and H4 and the reconstituted

histone octamer. The SDS gel demonstrates that the single

proteins are highly purified except for a minor shorter

contaminant in the H4 preparations that was removed during

further purification of the octamer. The recombinant histones

H2A und H2B from Xenopus laevis have a very similar

mobility under standard electrophoretic conditions and are

hardly separated in the octamer sample (Luger et al., 1997b).

With the octamer preparation shown in Fig. 1 A,
mononucleosomes were reconstituted by salt dialysis. Fig.

1 B displays a nondenaturing polyacrylamide gel of

mononucleosomes assembled on a 146-bp-long palindromic

sequence derived from human a-satellite DNA. This

complex corresponds to the one used in previous crystallo-

graphic studies (Luger et al., 1997a, 1999). As compared to

the free DNA, the octamer-DNA complex shows a strongly

reduced mobility in the gel. An analysis of purified

mononucleosomes on the 146 bp DNA by analytical ul-

tracentrifugation yielded a sedimentation coefficient of

s ¼ 11.76 0.4 S (208C, water) and a diffusion coefficient of

D ¼ 3.53 10�7 cm2 s�1 corresponding to a molecular mass

4014 Kepert et al.
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ofM ¼ 2406 30 kDa. The expected sedimentation coeffici-

ent calculated from the crystal structure coordinates (Davey

et al., 2002) using the program HYDROPRO (Garcia de la

Torre et al., 2000) is s ¼ 11.1 6 0.3 S.

For the SFM imaging, mononucleosomes were reconsti-

tuted on a 614 bp DNA. A longer fragment was chosen to

visualize the DNA entering and leaving the nucleosome so

that the entry-exit angle and contour length could be

measured. The reconstituted complexes were analyzed on

a 1% agarose gel. The sample typically contained a small

fraction of free DNA (10–20%) and most of the complexes

carried only a single nucleosome. Formation of the nu-

cleosome resulted in the expected shift to lower gel-elec-

trophoretic mobility. However, in contrast to the preparation

obtained with the 146 bp DNA (Fig. 1 B), no distinct bands

were observed, but the mobility was reduced over a rather

broad range (Fig. 1 C). This reflects binding of the nucleo-

some complex to various positions on the DNA-fragment

(Hamiche et al., 1996).

Images of mononucleosomes

Representative images obtained by SFM with nucleosomes

assembled on the 614 bp fragment are displayed in Fig. 2.

The DNA and protein complexes imaged in air (Fig. 2, A and

B) and fluid (Fig. 2 C) had typical dimensions of 6 nm width

and 0.5 nm height (DNA) and 16 nm width and 2 nm height

(nucleosome). The true dimensions of the DNA are a diam-

eter of 2.4 nm whereas the nucleosome has a cylindrical

shape of 11 nm diameter and 5.5 nm height. The observed

broadening of the sample can be attributed to the finite

dimensions of the scanning tip. Conversely, the measured

height is somewhat lower than the expected dimensions of

2.4 nm (DNA) and 5.5 nm (nucleosome) most likely due to

interaction of the tip and the sample as discussed previously

(e. g., Rippe et al. (1997b); Schulz et al. (1998)).

The magnification (600 3 400 nm) of single complexes

given in Fig. 3 demonstrates that the protein-complex and the

DNA were clearly visible so that a detailed quantitative

analysis of the conformation of the complexes could be

conducted as described below.

Nucleosome binding positions

The measured distribution of the nucleosome binding

position as expressed by the value of r is given in Fig. 4.

The analysis of air-dried samples (Fig. 4, A and B) and those
imaged in buffer yielded similar results (Fig. 4, C and D).
The contour length measurements of the complexes showed

a standard deviation of ;10% in air and in fluid. Given this

accuracy for the contour length determination, a Gaussian

distributions of r ¼ 0.50 6 0.07 would be expected for

a sample that had all the nucleosomes bound at the 5S rRNA

sequence. However, in the absence of H1, the experimentally

determined values for r of 0.49 6 0.18 (Fig. 4 A, air) and
0.44 6 0.17 (Fig. 4 C, fluid) displayed a larger standard

deviation. This indicates that a significant number of

nucleosomes were also positioned at other sites of the

DNA template. The difference between the measured width

of the distribution and that expected for a sample with all

nucleosomes located at the 5S rRNA sequence indicated that

both in air and in fluid,;40% of the nucleosomes are bound

to the 5S rRNA sequence.

FIGURE 1 Gel-electrophoretic analysis of mononucleosomes reconstituted with recombinant histone proteins. (A) SDS gel of purified recombinant histones

H2A, H2B, H3, and H4, and reconstituted histone octamers (lane Oct). (B) Nondenaturing polyacrylamide gel of mononucleosomes reconstituted with a 146

bp DNA fragment used previously for crystallography (Luger et al., 1997a). As compared to the free DNA, the octamer-DNA complex (Nuc) showed a strongly

reduced mobility (Luger et al., 1999). (C) Agarose gel of mononucleosomes reconstituted with a 614 bp DNA fragment.
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According to the Boltzmann equation, the probability Pi to

find a complex with energy Ei is described by

Pi}gi 3 exp
�Ei

kT

� �
(1)

with gi being the number of states with energy Ei. The

octamer binding site covers 147 basepairs of DNA, so that on

a 614-basepair-long DNA, there are 614 � 146 ¼ 468

binding sites. Only nucleosomes were analyzed in which

both free DNA ends were detectable, i.e., r $ 0.11.

Accordingly, complexes bound at the terminal 70 basepairs

were not included in the analysis. This reduces the effective

value of the unspecific binding sites by 140 and gun ¼ 328.

From Eq. 1, the energy difference DE between specific and

unspecific complexes can be calculated from the experimen-

tal ratio of unspecific to specific complexes Pun/Psp ¼ 1.5

given in Eq. 2:

Pun

Psp

¼ gun

gsp

exp
DE

kT

� �
: (2)

The resulting energy difference for nucleosome binding to

the specific positioning sequence in the X. borealis 5S rRNA

as compared to a random sequence is ;5 kT. The

corresponding free energy DDG is 3 kcal mol�1.

Upon addition of the linker histone H1, the distribution

profile changed significantly (Fig. 4, B and D). The dis-

tribution was rather broad and little preference of nucleo-

some binding to the X. borealis 5S rRNA sequence was

observed. Again, the samples with H1 imaged in air (Fig.

4 B) and in buffer (Fig. 4 D) were undistinguishable within
the accuracy of the measurement.

DNA contour length

The apparent DNA contour length of the mononucleosomes

was determined in air and in fluid (Fig. 5) as described

previously (Schulz et al., 1998). For the free DNA fragments,

a length of 190 6 9 nm was measured (air-dried samples,

691 fragments analyzed). This corresponds to a value of 0.31

6 0.015 nm/bp, which is slightly smaller than the canonical

value for DNA of 0.34 nm per basepair. As discussed

previously, the DNA contour length determined by SFM is

frequently found to be somewhat shorter than that expected

for B-DNA (Rivetti and Codeluppi, 2001). The contour

length of mononucleosomes without H1 was 1566 14 nm in

air (Fig. 5 A) and 156 6 22 nm in fluid (Fig. 5 C).
Mononucleosomes with H1 yielded a contour length of 154

6 11 nm in air (Fig. 5 B) and 1576 16 nm in fluid (Fig. 5D).

FIGURE 2 Scanning force microscopy images of mononucleosomes

reconstituted with a 614 bp DNA fragment. (A) Image of a 23 2 mm area of

a sample without H1 scanned in air. (B) A 1 3 1 mm scan of air-dried

mononucleosomes reconstituted with linker histone H1. (C) SFM scan in

buffer of a 400 3 400 nm area of complexes without H1.

FIGURE 3 Magnified view of single mononucleosome complexes. An

area of 6003 400 nm from an SFM image of mononucleosomes acquired in

air is shown in a three-dimensional representation.
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No significant differences between measurements in air

(Fig. 5, A and B) and in buffer (Fig. 5, C and D) were

apparent. In addition, no effect of the addition of linker

histone H1 was detected except for a slightly smaller

standard deviation of the distribution (Fig. 5). In the

complexes studied, the apparent DNA contour length was

reduced on an average by 34 6 13 nm as compared to the

free DNA. This shortening would correspond to;110 bp of

DNA with a contour length of 0.31nm/bp. To determine the

amount of DNA that is wrapped around the nucleosome, one

has to take into account that the part of the measured contour

length of the mononucleosomes traced through the nucleo-

some complex itself should be subtracted from the total

contour length (Hamiche et al., 1996). Since the true

dimensions of this part could not be determined directly on

the SFM images, a value of 11 nm for the diameter of the

nucleosome was taken (Davey et al., 2002; Luger et al.,

1997a). This leads to a total of 45 nm or 1456 34 bp that are

wrapped around the histone octamer complex.

DNA entry-exit angle at the nucleosome

The histogram of DNA entry-exit angles at the nucleosome

complexes displayed a bimodal distribution for complexes

without H1 (Fig. 6, A and C). In air, two maxima at 816 298

and 136 6 188 were observed (Fig. 6 A). For measurements

in fluid, the values were similar with 786 258 and 1376 258

(Fig. 6 C). These data were derived by fitting the

distributions with a sum of two Gaussian functions. Addition

of the linker histone H1 led to a significant increase in the

amount of complexes that displayed smaller DNA entry-exit

angles (Fig. 6, B and D). The population centered around

1368 was reduced whereas a corresponding increase of the

species with the smaller DNA entry-exit angle was evident.

FIGURE 4 Histogram of the nucleosome binding posi-

tion on the 614 bp DNA fragment. Images were recorded in

air and in buffer in the absence or presence of linker histone

H1. (A) Air, without H1; (B) air, with H1; (C) fluid, without

H1; and (D) fluid, with H1.

FIGURE 5 Histogram of contour length measurements.

The free 614 bp DNA fragment displayed a 190 6 9 nm

contour length. (A) Air, without H1; (B) air, with H1; (C)
fluid, without H1; and (D) fluid, with H1.
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A mean value of 88 6 348 was measured for the air-dried

samples (Fig. 6 B). In fluid, a maximum at 85 6 108 and

a rather small amount of complexes at 132 6 228 were

detected (Fig. 6 D).

DISCUSSION

To our knowledge, we present in this report the first

quantitative microscopy analysis of nucleosomes containing

recombinant core histone proteins. These histone proteins

lack any posttranslational modifications and are completely

free of other chromosomal proteins. Therefore, they are

particularly suitable to examine the nucleosome conforma-

tion under defined conditions and the effect of linker histone

H1 binding. Recently, glutaraldehyde fixed nucleosome

arrays were visualized successfully by SFM imaging in

water with good resolution, and conformation changes due to

the DNA sequence or the solution conditions were revealed

(Bash et al., 2003; Wang et al., 2002). Furthermore, it has

been shown by SFM that air-dried protein-DNA complexes

may adopt a conformation that is different from that

observed in buffer (Schulz et al., 1998). Thus, SFM provides

a valuable contribution to the imaging of biological samples

and their conformation changes under conditions where the

native hydration state is preserved. Our quantitative

comparison of unfixed nucleosomes imaged in air and in

buffer yielded essentially the same results. Although the

composition of the two deposition buffers was somewhat

different (see Materials and Methods), both contained

millimolar concentrations of divalent cations and the total

ionic strength was very similar. It corresponded to nearly

physiological concentrations (84 and 97 mM). Thus, the

results obtained here indicate that with respect to the

structural features quantitated (binding position of nucleo-

some, apparent contour length, and DNA entry-exit angle),

drying of the samples did not induce changes of the

nucleosome conformation, and the differences in buffer

composition had no effect. This is in agreement with

previous studies of mono- and oligonucleosomes, in which

no structural changes have been observed for an ionic

strength between 40 and 100 mM (reviewed in van Holde

and Zlatanova (1996)).

Reconstitution with the 146 bp DNA according to the

published protocols (Luger et al., 1997b, 1999) produced

a homogenous population of mononucleosomes and a well-

defined band on the polyacrylamide gel (Fig. 1 B). The
sedimentation velocity analysis by analytical ultracentrifu-

gation yielded an s value of 11.7 6 0.4 S that is in good

agreement with the value of 12.0 S for mononucleosomes

from chicken erythrocytes (Butler and Thomas, 1998) and

a theoretically determined value of s¼ 11.16 0.3 S from the

crystal structure. The measured molecular mass of 2406 30

kDa in the velocity sedimentation analysis compares

favorably with the calculated value of 224 kDa for the

complex and demonstrates the integrity of our mononucleo-

some preparations.

After mononucleosome reconstitution on a 614 bp DNA,

the gel electrophoretic mobility of the complex varied over

a relatively large range on a 1% agarose gel (Fig. 1 C). This
reflects the distribution of different nucleosome binding

positions on the DNA fragment. A similar gel mobility of

mononucleosomes has been observed previously with

a shorter DNA fragment (Hamiche et al., 1996). Since the

DNA entry-exit angles at the nucleosome are significantly

smaller than 1808, the electrophoretic mobility will be lowest

for nucleosomes bound at the center of the DNA. The effect

of gel retardation due to DNA bending is reduced the more

the bent region is located at the end of the fragment (Koo

and Crothers, 1988). Accordingly, both the distribution of

binding sites and the magnitude of the DNA entry-exit angle

will determine the electrophoretic mobility. These effects

cannot be distinguished in the comparison of the samples

with and without linker histone H1 by gel-electrophoresis

(Fig. 1 C). However, the SFM image analysis conducted here

FIGURE 6 Histogram of DNA entry-exit angles at the

octamer. (A) Air, without H1; (B) air, with H1; (C) fluid,

without H1; and (D) fluid, with H1.
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clearly demonstrates that both parameters are changed by H1

binding. This effect of H1 is due to interaction of the protein

with the nucleosome since nonspecific H1 binding to free

DNA can be excluded under the conditions of the SFM

imaging. As determined by fluorescence anisotropy meas-

urements, H1 binds to a 20 basepair DNA with a dissociation

constant of Kd � 10�7 M in SFM buffer (F. Kepert and

K. Rippe, unpublished). Thus, at nanomolar DNA and H1

concentrations as in the SFM experiments, the fraction of H1

complexed with free DNA is neglectable.

Position of the bound nucleosomes

In the absence of linker histone H1, ;40% of the nucleo-

somes were bound at the X. borealis 5S rRNA positioning

sequence, which is located in the center of the 614 bp DNA.

In agreement with other studies, a significant amount of

nucleosomes was also located at other positions (Dong et al.,

1990; Karymov et al., 2001; Meersseman et al., 1991;

Panetta et al., 1998). It has been shown that the related 208

bp 5 S rRNA sequence from the sear urchin Lytechinus
variegatus contains additional minor binding sites so that

�50% of the nucleosomes are bound at a unique position

(Dong et al., 1990; Karymov et al., 2001; Meersseman et al.,

1991). Previously, values of 0.84–2.2 kT or 0.7–1.3 kT have

been estimated for the energy difference of this five S rRNA

sequence considering either four or more (Dong et al., 1990)

or only two alternative (Karymov et al., 2001) nucleosome

binding positions. However, it is usually assumed for the

analysis of unspecific binding of a ligand to DNA that every

basepair constitutes a possible start of a binding site so that

a sequence of length L has L–146 possible locations for the

histone octamer (McGhee and von Hippel, 1974; Widom,

2001). Accordingly, a 208 bp sequence contains 208 � 146

¼ 62 binding positions. In the analysis presented above (Eq.

2) this would correspond to an energy difference of 4 kT or

DDG ¼ 2.4 kcal mol�1 for binding to the sea urchin 5 S

rRNA high affinity site within the 208 bp DNA fragment.

This energy difference is similar to the value of DDG � 3

kcal mol�1 measured here for the corresponding sequence

from X. borealis. Numerous experiments in which nucleo-

somes are successfully reconstituted with regular spacing on

12 tandemly arranged 208-bp fragments of the 5 S rRNA

gene of L. variegatus (reviewed in Hansen (2002)) also

support the view that this sequence has a binding energy that

is several kT higher than a random sequence.

Remarkably, the unfavorable cost of DNA bending

around the nucleosome has been calculated to be as high

as �76 kcal mol�1 (Widom, 2001). Thus, the histone-DNA

interaction energy has to be quite large and a free energy

difference of �3 kcal mol�1 between different sites is easily

conceivable. It can be estimated from the data given by

Cotton and Hamkalo (1981) that at approximately physio-

logical salt concentrations (150 mM NaCl), the average

dissociation constant of DNA in mononucleosomes isolated

from a mouse cell line is 2 nM (DG � 12 kcal mol�1). For

chicken erythrocytes, a value of 3.6 nM (DG ¼ 11.4 kcal

mol�1) at 100 mM NaCl has been measured (Ausio et al.,

1984). Nucleosome core particle reconstituted on 146 bp

sequences containing the human a-satellite DNA or the L.
variegatus 5S DNA showed Kds of 0.03 and 0.06 nM,

respectively, at 50 mM NaCl, indicating that complexes with

these sequences were ;2 kcal mol�1 more stable than those

formed with bulk DNA (Gottesfeld and Luger, 2001). An up

to 1000-fold range in relative affinities between certain

sequences has been demonstrated that corresponds to a[4

kcal mol�1 range in DDG (Lowary and Widom, 1997;

Widom, 2001). However, in the later studies, a comparison

of the L. variegatus 5S rRNA with bulk chicken genomic

DNA showed only a relatively modest free-energy difference

of 0.5 kcal mol�1. This value is similar in magnitude to that

of the thermal fluctuations RT � 0.6 kcal mol�1, and

therefore too small to explain the preferred binding observed

here. According to Eq. 2,\1% of the complexes would be

bound to the central 5S rRNA sequence of the template

studied here if the binding affinity difference to this site

would only be 0.5 kcal mol�1. Thus, to explain the ex-

perimental results presented in Fig. 4, A and C, as well as

the previously observed binding preference to the related

L. variegatus 5 S rRNA sequence (Dong et al., 1990;

Karymov et al., 2001; Meersseman et al., 1991) a higher

binding energy difference of DDG ¼ 2–3 kcal mol�1 as

compared to random sites is required. This DDG value is also

consistent with a thermodynamic analysis of nucleosome

dissociation constants (Gottesfeld and Luger, 2001).

The addition of linker histone H1 led to a distribution of

binding positions that displayed little preference for the 5S

rRNA positioning sequence (Fig. 4, B and D). This suggests
that in the presence of H1, the free-energy difference

between binding positions is reduced to values of;2 RT (1.2

kcal mol�1) or lower, which would not result in a significant

increase of occupancy at the central 5 S rRNA sequence

considering the accuracy of the measurement. And alterna-

tive explanation would be that the effect of H1 addition is

mostly on the kinetics of nucleosome movement. Although

various reports indicate that in the absence of H1, consider-

able rearrangement of histone octamers can occur on the

DNA, it appears that H1 inhibits the short-range mobility of

histone octamers on DNA and traps the nucleosomes at

a certain position (Panetta et al., 1998; Pennings et al., 1994).

If this is the case, a broader distribution of binding sites

might be observed despite a significant energy difference to

the 5 S rRNA positioning sequence if an equilibrium is not

reached.

DNA contour length

From x-ray crystallography studies it is known that 146 bp

(Luger et al., 1997a) or 147 bp (Davey et al., 2002) of DNA

are wrapped around the histone octamer core complex. Our
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results yield a similar value of 145 6 34 bp from the SFM

contour length measurements of the same recombinant

histone samples but reconstituted on a longer DNA fragment

(Fig. 5). However, the value for the amount of DNA

wrapping determined from SFM images displayed a rather

large standard deviation. Although the contour length

measurements of the free DNA had a standard deviation of

�5%, the corresponding value for the nucleosome com-

plexes was twice as high. This indicates that some

heterogeneity with respect to the amount of DNA wrapped

into the nucleosome is present. It is also possible that the

binding of the nucleosome to the surface introduces some

broadening of the measured contour length distributions. The

addition of linker histone H1 has little effect on the apparent

DNA contour length except for a small narrowing of the

distribution, the significance of which is unclear (Fig. 5).

Binding of H1 has been reported to protect another 20 bp in

addition to the 146/147 bp wrapped around the octamer

(Travers, 1999). This would correspond to a length of only

6 nm or 4% of the total contour length. It is likely that

an additional shortening of this magnitude or less would not

be detected in our analysis as a significant reduction.

DNA entry-exit angles at the nucleosome

For mononucleosomes without linker histone H1, two

maxima in the distribution of bending angles at ;808 and

at 1368 were identified, indicating that two species with

a different DNA geometry were present (Fig. 6, A and C).
Upon binding of H1 to the nucleosome, the complexes with

angles $1208 mostly disappeared (Fig. 6, B and D), and the

first maximum ;858 became more pronounced. Thus, the

linker histone seems to stabilize the conformation of

nucleosomes in which the DNA entry-exit angle is ;858.

A reduction of the entry-exit angles has also been observed

by SFM, electron microscopy (EM), and electron cryomi-

croscopy (cryo-EM) studies of native nucleosome prepara-

tions (Bednar et al., 1998; Hamiche et al., 1996; Leuba et al.,

1998a,b; Zlatanova et al., 1998). Thus, in support of previous

results, we conclude from our experiments that histone H1

stabilizes a certain DNA geometry at the nucleosome, in

which the DNA entry-exit angle is significantly reduced as

compared to the linker histone free nucleosome.

Studies of chromatin isolated mostly from chicken

erythrocytes but also from other sources indicate that the

DNA flanking the nucleosome core and the linker histone

can interact to form a so called stem motif (Bednar et al.,

1998; Hamiche et al., 1996; Zlatanova et al., 1998). In this

structure, the two DNA segments leaving the nucleosome

core particle associate ;8 nm from the nucleosome center

and remain in contact for 3–5 nm before diverging (Bednar

et al., 1998). On the SFM images in the presence of H1, we

did not observe any complexes that had a nucleosome stem

motif. This could be partly attributed to an insufficient

resolution to examine the trajectory of the DNA directly at

the nucleosome. Obviously, detection of a stem motif would

require that the region in which the two DNA segments

associate is separated well from the nucleosome core.

However, also the small DNA entry-exit angle characteristic

for a nucleosome stem (Bednar et al., 1998; Hamiche et al.,

1996) was not apparent upon quantitative inspection of the

samples. Only a very small fraction of the complexes had

angles \458 (Fig. 6, B and D). Thus, it appears also

conceivable that the formation of a stem structure with

recombinant core histone proteins might require additional

components/modifications besides the simple addition of

linker histone H1 that are not present in our in vitro system.

By cryo-EM imaging of native chromatin fibers, mean

DNA entry-exit angles between �308 (80 mM salt) to �908

(5 mM salt) have been estimated (Bednar et al., 1995, 1998;

Woodcock et al., 1993; Woodcock and Horowitz, 1995). In

another cryo-EM study on reconstituted chicken erythrocyte

mononucleosomes without H1, average values of 58 6 428

were determined but there was also a significant population

of complexes with angles $1208 (Furrer et al., 1995). In

general, the values for the DNA entry-exit angle determined

by cryo-EM appear to be significantly lower than those

measured by SFM (Leuba et al., 1998a,b; Zlatanova et al.,

1998). Since resolution and contrast are different for the two

imaging techniques, the relative location of the measured

bending angle with respect to the nucleosome core might

vary. Effects of sample preparation and effective salt

concentration have also to be considered. For the SFM

imaging, the samples are bound to a surface. It has been

previously argued that no systematic error is introduced in

the mean DNA bending angle that exists in solution under the

conditions of deposition used here (Erie et al., 1994; Rees

et al., 1993; Rivetti et al., 1996). Furthermore, the con-

ventional EM imaging of surface bound mononucleosomes

also shows small entry-exit angles in the presence of linker

histone, although no quantitative analysis is given (Hamiche

et al., 1996). However, an effect of binding the complexes on

the surface cannot be excluded, and the absolute DNA entry-

exit angles determined by SFM might not be directly

comparable to those obtained by true solution methods such

as analysis of DNA labeled mononucleosomes by fluores-

cence resonance energy transfer (Tóth et al., 2001).

Nevertheless, the relative changes of the angle distribution

observed here upon addition of linker histone H1 provide

reliable evidence that H1 stabilizes a smaller entry-exit angle.

Previous SFM studies of fixed chromatin fibers yielded

average values of 100 6 408 in the presence and 130 6 408

in the absence of linker histones (Leuba et al., 1998a,b;

Zlatanova et al., 1998). These data are consistent with the

distribution of angles between 70 and 1508 determined here

for nucleosome core particles and DNA entry-exit angles

of 85 6 108 (air) and 88 6 348 (buffer) for nucleosome

complexes with H1 (Fig. 6). The agreement suggests that the

entry-exit angle is predominantly determined on the level of

a single nucleosome by the binding or dissociation of the
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linker histone, which in turn is expected to affect the

compaction of the whole chromatin fiber.

We emphasize that the experiments described here were

conducted in a well-defined system with highly purified

protein components and recombinant proteins. Thus, the

approach can be extended to study the effect of posttrans-

lational histone modifications as well as the binding of other

chromosomal proteins. Furthermore, it could be demon-

strated that unfixed mononucleosomes can be studied in their

native hydration state by SFM. This is a specific advantage

of the technique that will prove to be useful in studies of the

higher order chromatin organization.
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Luger, K., A. W. Mäder, R. K. Richmond, D. F. Sargent, and T. J.
Richmond. 1997a. Crystal structure of the nucleosome core particle at
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NAP1 Modulates Binding of Linker Histone H1 to Chromatin
and Induces an Extended Chromatin Fiber Conformation*□S
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NAP1 (nucleosome assembly protein 1) is a histone chaperone
that has been described to bind predominantly to the histone
H2A�H2B dimer in the cell during shuttling of histones into the
nucleus, nucleosome assembly/remodeling, and transcription.
Here it was examined how NAP1 interacts with chromatin fibers
isolated fromHeLa cells. NAP1 induced a reversible change toward
an extended fiber conformation as demonstrated by sedimentation
velocity ultracentrifugation experiments. This transitionwas due to
the removal of the linker histoneH1.TheH2A�H2Bdimer remained
stably bound to the native fiber fragments and to fibers devoid of
linker histone H1. This was in contrast to mononucleosome sub-
strates, which displayed a NAP1-induced removal of a single
H2A�H2B dimer from the core particle. The effect of NAP1 on the
chromatin fiber structure was examined by scanning/atomic force
microscopy. A quantitative image analysis of�36,000 nucleosomes
revealed an increase of the average internucleosomal distance from
22.3 � 0.4 to 27.6 � 0.6 nm, whereas the overall fiber structure was
preserved. This change reflects the disintegration of the chromato-
some due to binding of H1 to NAP1 as chromatin fibers stripped
fromH1 showed an average nucleosome distance of 27.4 � 0.8 nm.
The findings suggest a possible role of NAP1 in chromatin remod-
eling processes involved in transcription and replication by modu-
lating the local linker histone content.

The dynamic organization of chromatin in the eukaryotic nucleus is
tightly connected to transcription (1–3). Transcribed chromatin is
thought to be in amore open conformationwith a higher accessibility to
DNase I ormicrococcal nuclease (4–7). On the other hand, highly com-
pacted and dense chromatin regions, referred to as heterochromatin,
are often transcriptionally inactive and contain a reduced number of
genes (3, 7, 8). Several factors have been identified that promote a tran-
sition between a transcriptionally active and a more dense/inactive
chromatin conformation. These include linker histones (9–11), DNA
methylation (2, 12), histone modifications (13–15), and the incorpora-
tion of histone variants (16–19). The dynamic nature of chromatin
manifests itself by continuous rearrangements of its three-dimensional
structure. These changes involve the activity of histone chaperones that
mediate the ordered deposition and the removal and exchange of his-
tones (20–23). The central carrier of the histone H2A�H2B dimer in the

cell is NAP1 (nucleosome assembly protein 1) (24). NAP1 is involved in
the transport of the histone H2A�H2B dimer from the cytoplasm to the
nucleus and the deposition of histones onto the DNA as described in
several reviews (20–23). NAP1 and other histone chaperones stimulate
the binding of transcription factors to chromatin templates (25, 26). In
yeast, loss of NAP1 leads to an altered gene expression of about 10% of
the genome (27), and several lines of evidence suggest that NAP1 has
activities related to transcription. First, it has been shown that NAP1 is
present in complexes with SWR1, which catalyzes the substitution of
the nucleosomal H2A�H2B dimer against the variant H2A.Z�H2B dimer
(18). In addition, it has been demonstrated that NAP1 is capable of
removing H2A�H2B dimers from mononucleosomes and exchanging
these with the histone variant H2A.Z�H2B (28), the incorporation of
which has important effects on gene expression in vivo (29). Second, Ito
et al. (30) showed that upon histone acetylation of nucleosomal arrays
with p300, H2A�H2B dimers are transferred to NAP1 in the presence of
the transcriptional activator protein GalVP16. Third, the transcription
by RNA polymerase II is facilitated by elongation factors like the FACT
complex that possess histone chaperone activity (19, 31–33). As NAP1
is similar to FACT in its affinity to the H2A�H2B dimer while being
present at much higher concentrations, it has been proposed to play a
role in remodeling nucleosomes at the promoter or during elongation
(34). Recently, a new link between NAP1 and the linker histones has
been emerged. It has been shown that NAP1 acts as a linker histone
chaperone in Xenopus eggs (35). In addition, the NAP1-related protein
nucleoplasmin is capable of extracting linker histones from chromatin
(36).
Despite its obvious importance to gene expression, the direct effect of

NAP1 on the chromatin fiber conformation has not been characterized.
In particular, it is not clear if NAP1 alone is sufficient for the extraction
of the histone H2A�H2B dimer from the nucleosome in the context of
the chromatin fiber as it has been reported for a mononucleosomal
template (28). Because the protein composition of native chromatin
fibers is complex, a variety of potential interaction partners for NAP1
exists. In particular, an interaction with linker histones has to be con-
sidered based on recent reports (35, 36). Furthermore, structural
changes due to NAP1 binding to chromatin cannot be excluded.
Here the influence of NAP1 on the chromatin conformation and

protein composition was investigated by analytical ultracentrifugation
(AUC),2 scanning/atomic force microscopy, and biochemical methods.
AUC experiments describe the unperturbed, global conformation of
chromatin fibers under physiological conditions (37–46), and SFM
allows it to identify changes of the fiber geometry at the single nucleo-
somal level (47–57). By using a combination of these two biophysical
techniques in conjunction with biochemical characterizations, it is
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shown here that NAP1 mediates the reversible removal of the linker
histones from chromatin fibers. This process does not disrupt the over-
all fiber organization but causes a more open structure due to an
increase in the average distance between two nucleosomes. These
observations suggest a new potential role forNAP1 in the establishment
of a transcriptionally active chromatin conformation.

EXPERIMENTAL PROCEDURES

Preparation of Chromatin Fibers, NAP1, and Histones—HeLa cells
were grown in RPMI (PAA Laboratories, Pasching, Austria) supple-
mented with 10% fetal calf serum. Cells were washed twice with an
isotonic Tris-HCl buffer (IT) containing 25 mM Tris-HCl, pH 7.5, 137
mM NaCl, 5 mM KCl, 0.3 mM Na2HPO4, 0.5 mM MgCl2, and 0.7 mM

CaCl2, detached from the surface using a cell scraper, and collected in IT
buffer. Nonidet P-40 was added to a final concentration of 0.2% to dis-
solve the cell membrane. Cells were incubated on ice for 90 s and gently
vortexed for 30 s four times. The nuclei were pelleted by centrifugation,
resuspended in IT buffer supplementedwith 50% glycerol, and frozen at
�80 °C. Chromatin fiber extraction from the HeLa nuclei was con-
ducted as described using MNase (Worthington) concentrations of
0.045 units/350�g of chromatin for 5min at 37 °C or 0.3 units/350�g of
chromatin for 30 min at 0 °C (58). The digestion was stopped by the
addition of EDTA to a final concentration of 10mM.The cell nuclei were
sedimented, and the soluble chromatin fiber fraction in the supernatant
was used for further experiments. Linker histone depletion was con-
ducted essentially as described previously (47). The monovalent salt
concentration of the fiber preparation was raised with sodium chloride
to 0.35M followed by incubation for 2 h on ice. Chromatinwas loaded on
a Sepharose CM25 fast flow column equilibrated in 10mMTris, pH 7.5,
0.35 MNaCl, 1 mM EDTA. Flow-through fractions containing the chro-
matin fibers were collected, checked on 15% SDS-PAGE, and dialyzed
against 10 mM Tris, pH 7.5, 50 mM KCl, 1 mM EDTA overnight at 4 °C.
Recombinant histones were overexpressed, purified, and fluorescently
labeled with either Alexa Fluor 488 or 633 C5 maleimide (Molecular
Probes Europe BV, Leiden, Netherlands) as described previously (59,
60). Recombinantmononucleosomes were reconstituted by salt dialysis
using a 146-bpDNA template containing theXenopus borealis 5 S RNA
positioning sequence (59) and histone H2A12C labeled with the Alexa
488 fluorophore referred to as H2Af. Linker histone H1 from Bos tauris
was purchased from Roche Diagnostics and purified as described pre-
viously (59). Histone H1 was labeled at the N terminus by mixing with
Alexa Fluor 488 carboxylic acid and 2,3,5,6-tetraflourophenyl ester at
molar stoichiometry in 20 mMHepes, pH 8.0, followed by incubation at
20 °C for 1 h. Further purification with Bio-Rex 70 resin was conducted
as described previously (60, 61). Labeled H1 was dialyzed against water
and concentrated. Yeast NAP1 with an N-terminal His tag was overex-
pressed in Escherichia coli from plasmid pET28-yNAP1 and purified as
described (60). Total RNA was extracted and purified as described pre-
viously fromHeLa cells (62) and was kindly provided by Olaf Thürigen.
The two most prominent bands are 18 S and 28 S rRNA of �2000 and
�5000 nt long, respectively.

Analytical Ultracentrifugation—AUC experiments were carried out
on a Beckman Instruments Optima XL-A with absorbance optics. The
sedimentation velocity data for the chromatin samples were recorded at
20 °C in a buffer containing 10 mM Hepes, pH 8.0, 50 mM potassium
acetate, 10 mM EDTA, and 0.6% (v/v) glycerol. Data were acquired at
260 nm,with a radial step size of 0.003 cm and 15,000 rpm in continuous
scan mode. A partial specific volume of �� � 0.644 ml�g�1 at 20 °C was
calculated for the HeLa chromatin fibers from values of 0.746 ml�g�1

(histones) and 0.55 ml�g�1 (DNA) and the relative molecular weight

fractions. The molecular weight of one chromatosome unit comprises
DNA (126.7 kDa) for an average nucleosome repeat length of 192 bp in
HeLa cells (7), the histone octamer (108.5 kDa), and the linker histone
H1 (�24 kDa). This corresponds to an extinction coefficient of �260 �
2,514,550 M�1�cm�1 per chromatosome calculated with an �260 � 6500
M�1�cm�1 per DNA nucleotide (�260 � 2,496,000 M�1�cm�1 for a
192-bp DNA duplex), �260 � 17,200 M�1�cm�1 for the histone octamer,
and �260 � 1350 M�1�cm�1 for linker histone H1. The buffer density of
� � 1.004 g�ml�1 and the viscosity � � 1.023 mPa/s at 20 °C were
calculated with SEDNTERP version 1.05 by J. Philo, D. Hayes, and T.
Laue (www.jphilo.mailway.com/download.htm) (see Ref. 63). Velocity
sedimentation data were plotted with the program dc/dt� version 1.16
by J. Philo (64). Sedimentation coefficients were determined with SED-
PHAT version 2.0 (www.analyticalultracentrifugation.com) (65). Sedi-
mentation equilibrium experiments were analyzed with the program
Ultrascan 6.2 by B. Demeler (www.ultrascan.uthscsa.edu/). For the
AUC experiments, chromatin samples were diluted with a buffer con-
taining 10 mM Hepes, pH 8.0, 50 mM potassium acetate, and 10 mM

EDTA to an absorbance of A260 �1 (0.4 �M nucleosome). Where indi-
cated, NAP1was added to the chromatin fiber sample at concentrations
of 2.4 or 3.5�Mmonomer, corresponding to a ratio of about 0.75 and 1.1
NAP1 per core histone. Three different samples of NAP1 and chroma-
tin fibers were analyzed by AUC as follows. (i) NAP1 was added directly
to the chromatin fiber preparation. (ii) Chromatin fibers were preincu-
bated with NAP1 for 1 h on ice. The histone H1 was then titrated to a
concentration of 1 histone H1/2–3 NAP1. (iii) NAP1 was incubated
with chromatin fibers for 1 h on ice followed by a stepwise titration of
H2A�H2B dimer to a ratio of 1 histone/1 NAP1.
The complexes of H1f with NAP1 were characterized with sedimen-

tation velocity and equilibrium experiments. H1f was mixed with NAP1
at a monomer ratio of 1:2 in 10 mM Tris, pH 7.5, 10 mM KCl, and data
were recorded at 494 nm for sedimentation velocity runs and 494 and
280 nm in sedimentation equilibrium experiments.

Gel Electrophoretic Analysis of NAP1-Histone Interactions—The rel-
ative H2Af�H2B dimer binding affinities of NAP1 and RNA were com-
pared. H2Af�H2B dimer was preincubatedwithNAP1 at amolar ratio of
1NAP1monomer/histonemonomer in 15mMTris-HCl, pH7.5, 50mM

KCl, 3% glycerol, and 0.33mMdithiothreitol. NAP1 binds theH2Af�H2B
dimer with a nanomolar dissociation constant at a stoichiometry of 1
NAP1 monomer/histone (60, 66). Increasing amounts of RNA were
titrated to the NAP1-H2Af�H2B complex (ranging from 39 to 1560 ng),
and transfer of the dimer was analyzed on 1% agarose gels. Bands were
visualized by illumination with a UV light box at 302 nm and detection
by a CCD camera exploiting the H2Af fluorescence. To follow the
removal of histone H2A�H2B dimer from the nucleosome, reconsti-
tuted mononucleosomes (�200 nM) containing labeled H2Af�H2B
dimer were incubated with different NAP1 (from 0.9 to 5.1 �M) or RNA
(from 7.8 to 57 ng/�l) concentrations for 2–4 h at room temperature
and were analyzed by gel shift experiments. The binding stoichiometry
between histone H1 and NAP1 was determined by titrating a 1 �M

histone H1f solution in 10 mM Tris, pH 7.5, 36 mM KCl with increasing
amounts of NAP1 (0–4 �M). The relative affinities of H2A�H2B dimer
and H1 for NAP1 were compared by titrating a saturated NAP1-
H2Ar�H2B dimer complex (H2Ar, Alexa 633 labeled H2A) with increas-
ing concentrations of H1f. The competitive binding of H2Ar�H2B and
H1f to NAP1 was analyzed on 1% agarose gels as described above.

Biochemical Characterization of Chromatin Fibers—To determine
which proteins were displaced by NAP1 from chromatin, 20 �l of chro-
matin with an absorbance of A260 � 3.6 (�1.5 �M nucleosomes) was
incubated with 13 �M NAP1 for 3 h at room temperature and then
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centrifuged for 90 min at 13,000 rpm and 20 °C in a tabletop centrifuge.
The pellet was resuspended in 2� SDS loading buffer. The proteins of
the supernatant were precipitated with 15% trichloroacetic acid for 30
min on ice and centrifuged at 13,000 rpm for 15 min at 4 °C. The pellet
waswashedwith acetone, air-dried, and resuspended in 2� SDS loading
buffer. Samples were analyzed on 15% SDS-PAGE. For MNase diges-
tions, native and H1-depleted chromatin was prepared as described
above. Fibers at a concentration of A260 � 6 were supplemented with 3
mMCaCl2 and digestedwith 0.1 unit/�lMNase at 37 °C for various time
points. The reaction was stopped by the addition of EDTA and SDS.
Proteins were digested by proteinase K, and DNA was phenol/chloro-
form-extracted, ethanol-precipitated, and analyzed on 6% native poly-
acrylamide gels. For NAP1-treated fibers, chromatin at a nucleosome
concentration of �2.7 �M was incubated with �23 �MNAP1 for 3 h at
room temperature before digestion with MNase.

SFM Imaging and Data Analysis—SFM imaging of air-dried samples
was conducted with a Nanoscope IV Multimode SFM from Veeco
Instruments in “tapping mode” as described previously (59). As free
NAP1 bound efficiently to themica surface and obscured the imaging, it
was removed by passing the sample through a 1-ml Bio-Spin 50 micro-
column (Bio-Rad) filled with nickel-nitrilotriacetic acid-agarose (Qia-
gen, Hildesheim, Germany) and equilibratedwith 10mMHepes, pH 8.0,
50 mM potassium acetate. Directly before imaging, the eluate was
diluted in the same buffer to a final concentration ofA260 �0.02, and 10
�l was pipetted on freshly cleaved mica. The mica was washed with
distilled water and dried with nitrogen flow. The control chromatin
fibers were purified and deposited identically.
For an automatic quantitative analysis of the SFM images, algo-

rithms were developed using MATLAB version 6.5.1 (Mathworks,
Natick, MA) and the ALEX program written by C. Rivetti and M.
Young (see Ref. 67). The software automatically computed the posi-
tion and size of each individual nucleosome and mean width, vol-
ume, area, perimeter, and height of the whole chromatin fibers. In
the air-dried images, the nucleosomes appeared as spheres of about
2 nm height. To measure the area covered by the chromatin fibers, a
contour line was plotted at a height of 0.2 nm above the background
(Fig. 5B). The area within this contour line was considered to belong
to the chromatin fiber. From this, the area covered by the fiber was
calculated. The position of the nucleosomes was determined by
detecting the local height maxima inside the segmented chromatin
fibers. To account for noise in the topography signal, which could
obscure the identification, additional constraints were implemented.
First, a threshold for minimal height of a nucleosome was set to 0.4
nm. Second, the distance between two neighboring nucleosomes had
to be at least 8 nm. Third, the exact positions of the nucleosome
centers were determined by taking out each nucleosome of the chro-
matin image and by subsequent cross-correlation with a rotated
copy. With this procedure, the positions of the nucleosome centers
and the total number of nucleosomes of the chromatin fiber could be
identified reliably as shown in Fig. 5B. The total area occupied by the
chromatin fiber (see contour line in Fig. 5B) was divided by the num-
ber of nucleosomes. By approximating the area occupied by a
nucleosome as a circle, the average distance between nucleosomes
was calculated. In addition the distance of a given nucleosome to its
nearest neighboring nucleosome was determined. A total of 1063
chromatin fibers with 36,261 nucleosomes were evaluated. The data
for the average distance between nucleosomes were fit to a Gaussian
distribution (Fig. 5C), whereas the distribution of nearest neighbor
distances d (Fig. 5D) was fitted to the product of a Gaussian and cos2

to account for the observed periodicity of peaks as shown in Equa-
tion 1.

p�d� � c1 � exp��d � d��2

2 � �2 � � �cos2�c2 � d 	 c3� 	 4� (Eq. 1)

In Equation 1 d� is the average distance between nearest neighboring
nucleosomes;� is the standard deviation, and c1, c2, and c3 are constants.

RESULTS

NAP1 Reversibly Alters the Hydrodynamic Shape of Native Chroma-
tin Fibers—Analytical ultracentrifugation was used to determine the
sedimentation properties of native chromatin fibers from HeLa cells in
the presence of NAP1. These fibers were analyzed by sedimentation
velocity ultracentrifugation. From averaging 11 different chromatin
preparations, values of s20,w � 46 	 6 S and s20,w � 166 	 13 S were
derived for the two main peaks as shown in Fig. 1A (sedimentation
coefficients (s20,w) at standard conditions of water, 20 °C). These s values
correspond to chromatin fiber fractions of different lengths. The iso-
lated chromatin fibers were analyzed by partial MNase digestion and
showed regular spacing, which demonstrates the integrity of the fiber
preparation (Fig. 1B). In order to determine the length distribution of
the fiber fragments, the number of nucleosomes per fiber was counted
on scanning force microscopy images, and a bimodal distribution with
two peaks at 19 	 2 and 62 	 5 nucleosomes was observed when fitted
with the sum of two Gaussians (Fig. 1C). The two distributions had
standard deviations of 7 and 32 nucleosomes, respectively. Previous

FIGURE 1. Characterization of the chromatin fiber preparation. A, distribution of sed-
imentation coefficients derived by the dc/dt method from AUC runs for the chromatin
fiber sample studied. Averaging 11 different chromatin preparations yielded two major
peaks at 46 	 6 S and 166 	 13 S. B, chromatin samples were analyzed on a 1% agarose
gel after mild micrococcal nuclease digestion. The digestion pattern revealed the exist-
ence of a regular nucleosome spacing characteristic for native chromatin. DNA bands
corresponding to fragments with 1–9 nucleosomes (N1 to N9) are marked. C, distribution
of the number of nucleosomes per single chromatin fiber fragment determined on SFM
images.
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work showed that chromatin fibers with �20 and 45 nucleosomes have
a sedimentation coefficient of�50 and 110 S under similar salt concen-
trations (68). As the number of nucleosomes measured by SFM is in
excellent agreement with these results, the 50 S peak could be assigned
to chromatin fiber fragments with �20 nucleosomes and the 160 S spe-
cies to chromatin fibers with �60 nucleosomes.
To examine the effect of NAP1 on chromatin conformation, isolated

fibers were preincubated with NAP1 for at least 1 h on ice and subse-
quently analyzed by sedimentation velocity experiments. As shown in
Fig. 2, A and B, the sedimentation profile changes dramatically upon
incubation with NAP1. The sedimentation coefficients of the main spe-
cies were significantly shifted to lower s values, and twomaxima at 25	
3 and 116	 6 S (n� 4 experiments) were obtained. This corresponds to
a 45 and 30% decrease of the sedimentation coefficients for the two
peaks, as compared with the control chromatin fibers. The peak at
around 25 Swas also reduced in height, indicating that the total amount
of molecules with this sedimentation coefficient was decreased. The
changes in the sedimentation profile could be reversed by the addition
of either H1 (Fig. 2A) or H2A�H2B dimer (Fig. 2B). The two main peaks
in the sedimentation coefficient profile were found at 40 	 3 and 160 	
16 S upon addition of H1 (n � 4 experiments, Fig. 2A) and at 40 	 7
and 157	 19 S after titration with H2A�H2B dimer (n� 3 experiments,
Fig. 2B).

NAP1 Removes the Linker Histone H1 from Native Fibers Leaving the
Nucleosome Core Unaltered—To identify which histone proteins were
displaced by NAP1, the protein composition was determined after sep-
arating the chromatin fibers from NAP1 by centrifugation (Fig. 3A).
NAP1 induced the transition of histone H1 from the chromatin-con-
taining pellet to the NAP1-containing supernatant. No core histones
were found in the NAP1-containing supernatant, indicating that the
core histones were not displaced by NAP1 from the chromatin fiber.
The same experiments were also conducted with chromatin fibers that
were depleted of linker histone H1. The stripped fibers also showed no
significant displacement of core histone proteins from chromatin (Fig.
3A, lane 13). Only very small amounts of histone H2A�H2B dimer were
found in theNAP1-containing fraction. Thus, NAP1 removes the linker
histone H1 from native chromatin fibers and does not mobilize signifi-
cant amounts of the core histones.

To analyze whether NAP1 alters the nucleosome spacing or the
length of DNA protected by the nucleosome, MNase digestions were
performed (supplemental Fig. S1). Upon NAP1 incubation, a single
DNA band of �146 bp was visible indicating the displacement of linker
histones from chromatin.

NAP1 and RNA Mediated H2A�H2B Dimer Extraction—Because
NAP1 was not able to extract significant amounts of core histones from
native chromatin fibers, it was analyzed whether NAP1 can remove the
H2A�H2B dimer from reconstituted mononucleosomes. Gel shift
experiments were conducted with mononucleosomes containing fluo-
rescently labeled histone H2A. In addition, RNA as a high affinity but
bona fide unspecific histone binding partner was used to extract histone
dimers from the mononucleosomes. The NAP1-H2Af�H2B or RNA-
H2Af�H2B complexes were clearly separated from the mononucleo-
some band on standard agarose gels allowing the visualization of the
transfer of H2Af�H2B dimers from nucleosomes into a complex with
NAP1 or RNA (Fig. 3B). To determine the relative binding affinities of
NAP1 and RNA to the H2Af�H2B dimer, the NAP1-H2Af�H2B complex
was titrated with increasing amounts of RNA (Fig. 3B, lanes 1–7). A
competition with RNA for H2Af�H2B in complex with NAP1 was evi-
dent, and equivalent concentrations of RNA and NAP1 were deter-
mined. Then mononucleosome solutions of about 200 nM were incu-
bated with different amounts of NAP1 or RNA for 2–4 h at room
temperature. Fig. 3B, lanes 8–14, shows the redistribution of the fluo-
rescence signal from the mononucleosome band with increasing con-
centrations of NAP1 or RNA. In these experiments an additional fluo-
rescent band was visible below the mononucleosome. This band could
be assigned to a nucleosome complex with a histone hexamer core as it
contained the H2Af fluorescence, and ethidium bromide staining indi-
cated the presence of DNA. This hexasome was the predominant spe-
cies formed upon incubation of mononucleosomes with NAP1 or RNA,
with some complete dissociation observed at high concentrations when
using a 146-bp DNA template (Fig. 3B, lane 21). For control experi-
ments unlabeled mononucleosomes were also incubated with NAP1,
resulting in equivalent dimer extraction as similar ethidium bromide
staining pattern was apparent, indicating that fluorescence labeling did
not alter nucleosome stability (data not shown). Both RNA and NAP1

FIGURE 2. Effect of NAP1 on the sedimentation coefficients distribution of chromatin fibers. Representative examples for the different type of experiments are shown. All
samples contained chromatin fibers at an A260 �1. For the chromatin control samples, an average sedimentation distribution with two peaks at 46 	 6 S and 166 	 13 S was obtained.
The sedimentation distribution for NAP1-incubated chromatin yielded two peaks with average values of 25 	 3 S and 116 	 6 S. A and B, the control chromatin fibers are shown as
solid lines, the fibers incubated with NAP1 as dotted lines, and the NAP1 incubated fibers that were either titrated with H1 or H2A�H2B dimer as dashed lines. A, chromatin fibers were
incubated with NAP1 at a concentration of 2.4 �M for 2 h. Then histone H1 was added in small aliquots to an end concentration of 0.8 �M. The resulting sedimentation distribution
displayed two peaks with average values of 40 	 3 S and 160 	 16 S. B, chromatin fibers that were preincubated with 3.5 �M NAP1 were titrated stepwise to a final concentration of
1.7 �M H2A�H2B dimer. The distribution at the titration end point had two peaks with average values of 40 	 7 S and 157 	 19 S.
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seemed to be similarly efficient in extracting one histone H2Af�H2B
dimer from the mononucleosome complex at the concentrations used.

Scanning ForceMicroscopyAnalysis of Chromatin Fibers—The struc-
tural changes caused by the incubation of chromatin fibers with NAP1
were further analyzed by scanning force microscopy. As shown on the
images in Fig. 4, A–D, the isolated native chromatin fibers adopted
various conformational states. In contrast to other studies, these fibers
were not treated by fixation agents and were deposited to the mica
surface by a procedure that leads to minimal disturbance of the sample.
Some of the molecules had a fiber-like structure, although others were
more condensed and hence probably represent chromatin fragments
that are folded beyond the 30-nm fiber. According to the chromonema
model, an additional compaction of the 30-nm fiber is achieved by its
folding into 60–80- and 100–130-nm chromonema fibers (69–71).
Analysis of the fiber height profiles revealed that in almost all regions
only a single layer of nucleosomes was present. This suggests that upon
binding of the fiber to the surface, its three-dimensional organization is

rearranged so that all nucleosomes can contact the surface, in an equil-
ibration process similar to the one that has been observed for long DNA
fragments (72). Thus, the number and position of all nucleosomes pres-
ent in the fiber could be determined. A total of 36,261 nucleosomes in
1063 fibers were evaluated. It is noted that the quantification of the
nucleosomenumber per individual fiber on the SFM images agreedwith
the observed sedimentation behavior of the chromatin fibers (Fig. 1).
To elucidate the effects of NAP1 on the chromatin conformation,

fibers incubated with NAP1 were examined. Incubation of chromatin
with NAP1 did not have drastic effects on the conformation, which was
apparent by simple visual inspection of the SFM images (Fig. 4,E–H). To
compare with the linker histone-depleted chromatin conformation,
H1-stripped chromatin fibers were imaged with the SFM. The overall
folding in these fibers did not change significantly (Fig. 4, I–L). However,
the quantification of the average internucleosomal distances within the
chromatin fibers revealed distinct changes upon NAP1 treatment. A
total of 125 control fibers (9550 nucleosomes), 753 fibers without H1

FIGURE 3. Characterization of the proteins displaced from chromatin fiber and mononucleosomes by NAP1. A, SDS-PAGE of native HeLa chromatin treated with NAP1.
Chromatin was incubated with NAP1 and then pelleted to separate soluble NAP1 and interacting proteins from chromatin. Left panel, analysis of native chromatin fibers (lanes 1–9).
Lane 1, whole chromatin sample; lane 2, H1; lane 3, NAP1; lane 4, pellet of chromatin incubated with NAP1; lane 5, supernatant of chromatin incubated with NAP1; lane 6, pellet of
chromatin without added NAP1; lane 7, supernatant of chromatin without added NAP1; lane 8, pellet of NAP1 alone; lane 9, supernatant of NAP1 alone. Right panel, analysis of
chromatin fibers that were stripped of linker histone H1 (lanes 10 –15). Lane 10, H1; lane 11, whole H1-stripped chromatin sample; lane 12, pellet of chromatin incubated with NAP1;
lane 13, supernatant of chromatin incubated with NAP1; lane 14, pellet of chromatin without added NAP1; lane 15, supernatant of chromatin without added NAP1. B, removal of
H2Af�H2B dimers from reconstituted mononucleosomes by NAP1 and RNA analyzed by gel electrophoresis. The following abbreviations are used to assign the bands: D, free 146-bp
DNA; H2, H2Af�H2B dimer; D-H6, nucleosome with histone hexamer core, where one H2A�H2B dimer is missing; D-H8, complete mononucleosome; N-H2, complex of NAP1 with
H2Af�H2B dimer; R2, free 18 S rRNA (�2000 nt); R5, free 28 S rRNA (�5000 nt); R2-H2, complex of 18 S rRNA with H2Af�H2B dimer; R5-H2, complex of 28 S rRNA with H2Af�H2B dimer.
Left panel (lanes 1–7), complex of NAP1 (6 �M) and H2Af �H2B dimer (3 �M) was titrated with increasing amounts of RNA and visualized by recording the H2Af fluorescence. RNA
concentrations: lane 1, no RNA; lane 2, 6.5 ng/�l; lane 3, 13 ng/�l; lane 4, 30 ng/�l; lane 5, 70 ng/�l; lane 6, 120 ng/�l; lane 7, 240 ng/�l. At increased RNA concentrations a transition
of H2Af�H2B from a NAP1-H2Af�H2B complex into an RNA-H2Af�H2B complex was observed. Center panel (lanes 8 –14): recombinant mononucleosomes (200 nM) reconstituted with
H2Af were incubated with increasing NAP1 and RNA concentrations: lane 8, no NAP1 and RNA; lane 9, 0.9 �M NAP1; lane 10, 3.3 �M NAP1; lane 11, 5.1 �M NAP1; lane 12, 7.8 ng/�l RNA;
lane 13, 18 ng/�l RNA; and lane 14, 58 ng/�l RNA. Samples were visualized by detection of the H2Af fluorescence. Right panel (lanes 15–21), same sample composition as in lanes 8 –14,
but visualization of DNA bands was via ethidium bromide staining.
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(13441 nucleosomes), and 184 chromatin fibers (13,280 nucleosomes)
incubated with NAP1 from 4 or 5 different sample depositions were
evaluated. Fig. 5C shows the histogram of the internucleosomal dis-
tances for control chromatin fibers, the H1-stripped fibers, and those
incubated with NAP1. The average distance between the nucleosomes
increased from 22.3 	 0.4 nm for the control to 27.6 	 0.6 nm in the
presence of NAP1. The difference of 5.3 	 0.7 nmwould correspond to
�17-bp DNA released from the nucleosome. This increased nucleoso-
mal distance is also found in the linker histone-stripped fibers that

showed mean distances of 27.4 	 0.8 nm. The distribution of the inter-
nucleosomal distances for the NAP1 incubated fibers was also broad-
ened compared with control chromatin as apparent from the different
standard deviations of 2.5 to 4.2 nm. This may be due to the increased
heterogeneity in nucleosome composition of the resulting fiber. In
order to characterize the organization of individual nucleosomes, the
distance between a given nucleosome and its nearest neighbor was
measured. The corresponding relation is shown in Fig. 5D. Again the
whole distribution was shifted to larger distances by 2.7 nm and showed

FIGURE 5. Image analysis of chromatin fibers to
determine internucleosomal distances. A, orig-
inal SFM image, 550 � 550 nm scan. B, the area of
the chromatin fiber was segmented as indicated
by a contour line around the fiber. Centers of the
individual nucleosomes were automatically iden-
tified and are depicted in the image with white
asterisks. C, histogram of the average internucleo-
somal distance within control chromatin fibers
(open squares), chromatin fibers incubated with
NAP1 (black squares) and fibers without H1 (open
diamonds). The average value for the distance dis-
tribution increased from 22.3 	 0.4 to 27.6 	 0.6
nm upon removal of histone H1 by NAP1. In addi-
tion, the distribution of distances became broader
with standard deviations of 2.5 for the control and
4.2 nm for the NAP1-treated fibers. For chromatin
fibers stripped of linker histones, an average dis-
tance of 27.4 	 0.8 nm was obtained. D, distribu-
tion of distances of a given nucleosome to its near-
est neighbor nucleosome. Both control fibers
(open squares) and chromatin fibers incubated
with NAP1 (black squares) displayed peaks with a
periodicity of 2.9 nm that is likely to reflect the
three-dimensional folding of the nucleosome
chain in the 30-nm chromatin fiber. Accordingly,
the data were fitted with a modified Gaussian dis-
tribution (see Equation 1).

FIGURE 4. SFM images of chromatin fibers (1 � 1
�m images). A–D, single chromatin fiber frag-
ments. E–H, chromatin fibers incubated with
NAP1. I–L, chromatin fibers depleted of linker his-
tone H1.
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some broadening with average values of 14.9 	 0.1 and 17.6 	 0.1 nm
and standard deviations of 4.6 and 6.0 nm in the absence and presence of
NAP1. Most interestingly, the two distributions were not of a simple
Gaussian shape but showed several peaks/shoulders at about 10.4,
13.2, 16.4, and 19.4 nm for the control and at 10.0, 12.8, 15.6, 18.6,
21.4, and 24.2 nm in the presence of NAP1. This corresponds to a
periodical distance of 2.9 	 0.1 nm between peaks for the two sam-
ples. This nearest neighbor distance distribution of the surface-
bound fibers reflects the three-dimensional organization of the
repeating unit of the chromatin fiber, and its relation to different
fiber geometries is currently being evaluated.3 In the presence of
NAP1, the periodicity of the peaks was preserved, but the distribu-
tion on an average shifted by 2.7 nm. This suggests that the overall

organization of the chromatin fibers was maintained upon removal
of histone H1 by NAP1, while the distance between the nucleosomes
increased.

NAP1 Binds the Linker Histone H1f with a 2:1 Stoichiometry and with
a Comparable Affinity as the H2A�H2B Dimer—By electrophoretic gel
mobility shift analysis, the binding stoichiometry of NAP1 to H1f was
determined. First histone H1f was titrated with increasing amounts of
NAP1 showing the formation of a distinct complex at a stoichiometry of
2	 0.5NAP1monomer/histonemonomer (Fig. 6). In order to compare
the binding affinities of H2A�H2B dimer and H1 to NAP1, a saturated
H2Ar�H2B dimer-NAP1 complex was titrated with H1f (r and f � label-
ing with Alexa 633 and 488, respectively). H1f was capable of competing
with histone H2Ar�H2B dimer for NAP1 binding. Because histone
H2Ar�H2B and H1f were labeled with different dyes and migrated
slightly different in their complexes with NAP1, the two complexes
could be separated on agarose gels and visualized with UV excitation
light (data not shown). H1f seemed to be efficient in binding to NAP1 as
titrated H1f bound to NAP1 that was previously saturated with
H2Ar�H2B dimer.

The molecular weights and association states of the NAP1-H1f com-
plexes were determined by sedimentation equilibrium experiments
under low salt conditions (10 mM Tris, pH 7.5, and 10 mM KCl; see Fig.
7, A and B). Initial analysis showed that the data could only be fitted
poorly to a one-component model, with a mean molecular mass
between 200 and 400 kDa, indicating the presence of higher order com-
plexes. The absorbance profiles at three different protein concentra-
tions and two different wavelengths could be fittedmost accurately with
a model of a monomer-tetramer equilibrium (Fig. 7, A and B). The
molecular weight for the monomer was fixed to 126 kDa during fitting,
which corresponds to a complex consisting of two NAP1 and one H1f.
The oligomerization of the NAP12-H1f complex in a monomer-tet-
ramer equilibrium was further confirmed by sedimentation velocity

3 G. L. Heuvelman, G. Wedemann, J. F. Kepert, and K. Rippe, manuscript in preparation.

FIGURE 6. Gel shift analysis of NAP1 with histone H1f. Increasing amounts of NAP1
(0.5, 1, 1.5, 2.0, 2.5, 3, and 4 �M) were mixed with 1 �M histone H1f. Histone H1f was
completely shifted into a NAP1 containing complex at a concentration of 2 �M NAP1,
indicating a 2:1 complex of NAP1 and histone H1.

FIGURE 7. AUC analysis of NAP1 complexes with histone H1f. NAP1 samples between 8 and 16 �M were mixed with histone H1f in a 2:1 ratio (monomer NAP1: monomer H1f). A,
sedimentation equilibrium analysis of NAP1-H1f complexes. Data were recorded at 5000, 7000, and 10,000 rpm at 494 nm. The fits of a monomer-tetramer model to the absorbance
profiles are shown by solid lines. The monomer represents a complex of a NAP1 dimer with one H1 and a molecular mass of 126 kDa. B, residuals of the fitted function to the absorbance
data shown under A. C, sedimentation velocity analysis. NAP1 at 16 �M was mixed with 8 �M H1f, and data were recorded at 494 nm, 37,000 rpm, and 20 °C in a continuous scan mode.
As in A, a monomer-tetramer equilibrium model was fitted to the absorbance data (solid line, every sixth scan is shown), with a (NAP1)2-H1 complex as monomer. D, residuals for the
fit presented in C.
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experiments. As shown in Fig. 7, C and D, the velocity sedimentation
profiles could be fitted well with a monomer-tetramer model yielding
sedimentation coefficients of 6.1 	 0.1 S and 10.5 	 1 S for the mono-
mer and tetramer, respectively. Again the molecular mass for the mon-
omer was fixed to 126 kDa during fitting.

DISCUSSION

NAP1 was initially described as a factor that facilitates nucleosome
assembly (24). In later reports it has been also linked to other cellular
processes like histone transport, gene expression, and nucleosome
remodeling (18, 21, 27, 34, 73). Here we examined howNAP1 affects the
chromatin fiber organization. A NAP1-induced transition to an
extended fiber conformation was observed by AUC and SFM. Our
results show that NAP1 binds to histone H1 with high affinity. This
leads to the reversible removal of linker histones from chromatin.
The chromatin fibers studied were isolated from HeLa cells and

showed hydrodynamic and structural properties comparable with ear-
lier studies (38, 47, 58, 74). Incubation with NAP1 changed the chroma-
tin sedimentation profile significantly as apparent from the 30–45%
decrease of the sedimentation coefficient distribution. This predomi-
nantly reflects an extension of the chromatin fiber shape and to a smaller
extent an up to �10% reduction of the molecular weight because of the
loss ofH1.The latter effectwould correspond to an equal decrease in the
sedimentation coefficient if the frictional coefficient remained constant.
Thus, a 20–35% reduction of the s value distribution was due to a
change of the chromatin conformation to a more extended shape. This
is consistentwith previous reports on the effect of linker histone binding
to chromatin where similar changes in the sedimentation coefficient
have been reported (37, 75, 76). For the first maximum of around 50 S
(�20 nucleosomes) some height reduction and broadening were
observed in the presence of NAP1 in addition to the shift of the maxi-
mum (Fig. 2A). Apparently, nucleosomes are more accessible in these
shorter chromatin fibers, and linker histones could be extracted more
easily as compared with the second peak of the distribution at 160 S
(�60 nucleosomes). This might be due to a folding of longer chromatin
fibers into higher order structures of 60–130 nm diameter (69–71), in
which additional internucleosomal contacts are present that could sta-
bilize the chromatosome structure.
The additional compaction beyond the 30-nm chromatin fiber was

apparent also on the SFM images. On these images the chromatin con-
formation changes induced by NAP1 could be examined on the single
nucleosomal level. The NAP1-treated fibers retained a similar organi-
zation, and no large differences were visible from a simple inspection of
the images (Fig. 4). However, quantitative analysis revealed an increase
in the internucleosomal distance by about 5 nm from 22.3 	 0.4 to
27.6	 0.6 nmupon incubationwithNAP1. This can be explained by the
partial release of DNA from the chromatosome in the DNA entry-exit
region. The control with H1-stripped fibers had an average distance of
27.4 	 0.8 nm, which further confirmed that the NAP1-induced
changes were because of linker histone displacement. It has been
reported previously that linker histone extraction changes the center to
center distances between nucleosomes in the chromatin fiber and
induces an opening of the chromatin fiber (47, 48). Most interestingly,
the DNA hypermethylation of chromatin, which has been correlated
with a more compact and biologically inactive conformation, induced a
similar decrease of the internucleosomal distance by�4 nm, from 28 to
24 nm, although the overall fiber conformation was also preserved (52).
Thus, we conclude that the chromatin fiber organization can accom-
modate changes of the internucleosome distance of 4–5 nm. Such a
nucleosome distance reduction appears to be characteristic for the tran-

sition of the chromatin fiber between transcriptionally active and more
repressive conformations.
The binding stoichiometry of linker histone H1 with NAP1 and the

molecular composition of the resulting complexes were analyzed by
AUC and gel shift experiments. In the gel shift analysis, a binding stoi-
chiometry of two NAP1 monomers per histone H1 monomer was
observed, which was also consistent with the AUC experiments where
H1was titrated to chromatin fibers preincubatedwithNAP1 in order to
reverse the NAP1-induced conformation changes. As inferred from the

FIGURE 8. Effects of NAP1 on the chromatin fiber conformation. NAP1 is in a dimer-
octamer equilibrium as described in a previous study (60) and binds linker histone H1
from chromatin fibers. This induces a more open and extended chromatin conformation
with an increased internucleosome distance. In the absence of additional protein factors,
NAP1 will not remove H2A�H2B dimer from H1-depleted fibers (Fig. 3A), but it can do so
with mononucleosomes as described previously (28) (see also Fig. 3B). Furthermore, it
has been reported that NAP1 is involved in H2A�H2B dimer exchange on nucleosomal
arrays by the SWR1 chromatin remodeling complex (18) or in an in vitro system with
acetylated histones and the transcriptional activator GalVP16 (30). NAP1-related histone
chaperone activities have also been identified in the context of RNA polymerase II tran-
scription where nucleosomes with a histone hexamer core form that are lacking one
H2A�H2B dimer (19, 31–34, 77, 82, 83). Accordingly, a NAP1-mediated removal of one
H2A�H2B dimer that requires destabilization of the nucleosome structure due, for exam-
ple, to chromatin remodeling or RNA polymerase activity has been included in the
scheme. As indicated by the dashed arrows, the occurrence of this reaction with chroma-
tin fibers remains to be demonstrated.
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AUC sedimentation velocity and sedimentation equilibrium experiments,
a complex of one NAP1 dimer with one H1 is formed, which was in equi-
libriumwith a complex of a NAP1 octamer associated with four H1mole-
cules (504kDa).Thiswas very similar to the associationproperties ofNAP1
incomplexeswith theH2A�H2Bdimer (60). Inaddition,Shintomi etal. (35)
reported recently that NAP1 binds to the H1 analogue B4 in Xenopus egg
and acts as a linker histone chaperone. The authors estimated a NAP1:B4
binding stoichiometry of 2:1 and observed that the complex of NAP1-B4
migrated in native polyacrylamide gels with an apparentmolecularmass of
�230 kDa and an additional band of�500 kDa, which is also indicative of
the formation of higher order association states.
NAP1 has been related previously to histone exchange and was pro-

posed to be involved in transcription (18, 28, 34). Transcription elonga-
tion is facilitated by factors that alter nucleosomes in order to allow
RNA polymerase to proceed along the template (31, 33, 77–81). One of
these factors, the FACT complex, has histone chaperone activity that
facilitates the movement of RNA polymerases along the template by
extracting H2A�H2B dimers from the nucleosome complexes (19,
31–33). The resulting nucleosomes with a hexameric histone core
appear to be intermediates of transcription through chromatin (19, 77,
82, 83). Accordingly, histone chaperones likeNAP1 have been proposed
to be involved in the transient removal of the H2A�H2B dimer from the
octamer, while preserving most of the overall nucleosomal structure as
opposed to a complete removal and subsequent de novo assembly of
nucleosomes (34). This activity has been demonstrated in in vitro exper-
iments where NAP1 was sufficient for extracting and exchanging the
H2A�H2B dimer from a mononucleosome (28). Here, we also
observed that NAP1 as well as RNA are capable of extracting the
H2A�H2B dimer at the mononucleosomal level. However, NAP1
failed to do so in the context of native chromatin fibers. Because
RNA has a strong histone binding affinity but has not been reported
to interact specifically with nucleosomes, it seems likely that both
NAP1 and RNA bind histones that have already dissociated from the
nucleosome (84). This process would not require a specific interac-
tion with nucleosomes, which is in agreement with the observation
that NAP1 binds H2A�H2B dimer and histone H1 tightly with disso-
ciation constants in the nanomolar range but has low affinity to
nucleosomes (60, 85). The dissociation of the H2A�H2B dimer
appears to occur only at a very slow rate with chromatin fibers in the
absence of additional factors. In contrast, the linker histone H1 dis-
plays a much higher mobility and exchange rate in vivo than the core
histones as reviewed in Ref. 86.
An inhibition of transcription by linker histone H1 has been reported

in a number of studies, and it is clear that the transition of chromatin to
a transcriptionally active state has to involve the removal of linker his-
tones (10, 11, 76, 87, 88). Binding to NAP1 would provide a mechanism of
how this can be established. A recent study described the interaction of the
acidic nuclear protein parathymosin with H1 (9). This protein has only a
modest affinity for linker histoneH1with a dissociation constant in the�M

range but nevertheless induces chromatin decondensation in vivo. Thus, it
seems likely that NAP1 as a binding partner for H1 with a nanomolar dis-
sociation constant can exert the same effect on chromatin.
In summary, we propose that NAP1 can induce a more open chro-

matin conformation via the pathway depicted in Fig. 8. NAP1 is present
in a dimer-octamer equilibrium and can bind both H1 and the
H2A�H2B dimer with high affinity as shown here and in Ref. 60. In the
absence of additional factors, NAP1 will extract only linker histones
from chromatin fibers. The H2A�H2B dimer remained stably bound in
the nucleosomes, even if fibers devoid of H1 were examined. Thus, the
removal/exchange of the H2A�H2B dimer by NAP1 observed with

mononucleosomes (28) requires an additional destabilization of the
chromatin fiber/nucleosome structure, possibly due to the activity of
chromatin remodelers (18), RNA polymerase (34), or histone acetyla-
tion and a transcriptional activator (30). These factors could facilitate
the removal of a single histone H2A�H2B dimer by NAP1 or a related his-
tone chaperone activity to form chromatin-containing nucleosomeswith a
histone hexamer core that has been reported to be an intermediate of
actively transcribed chromatin (19, 31–34, 77, 82, 83).On the other hand, it
is demonstrated here that the high affinity binding ofNAP1 andH1 occurs
readily with chromatin fibers. The physiological relevance of this process is
supported by the recent observation that NAP1 interacts in vivo with the
H1 analogue B4 in Xenopus eggs (35). As the absence of H1 is an essential
feature of transcriptionally active chromatin, the formation of a NAP1-H1
complexmight be the origin for the global effects ofNAP1 on gene expres-
sion (27).
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About 30 different nucleoporins (Nups) constitute the
nuclear pore complex. We have affinity-purified 28 of
these nuclear pore proteins and identified new nucleo-
porin interactions by this analysis. We found that
Nup157 and Nup170, two members of the large struc-
tural Nups, and the Gly-Leu-Phe-Gly nucleoporin
Nup145N specifically co-purified with members of the
Nup84 complex. In addition, Nup145N co-enriched dur-
ing Nup157 purification. By in vitro reconstitution, we
demonstrate that Nup157 and Nup145N form a nucleo-
porin subcomplex. Moreover, we show that Nup157 and
Nup145N bind to the heptameric Nup84 complex. This
assembly thus represents approximately one-third of all
nucleoporins. To characterize Nup157 structurally, we
purified and analyzed it by electron microscopy. Nup157
is a hollow sphere that resembles a clamp or a gripping
hand. Thus, we could reconstitute an interaction be-
tween a large structural Nup, an FG repeat Nup, and a
major structural module of the nuclear pore complex.

Nucleocytoplasmic transport occurs through nuclear pore
complexes (NPCs),1 highly elaborate supramolecular assem-
blies within the double nuclear membrane (1, 2). The core
structure of the NPC is formed by a spoke complex, which is
sandwiched between a cytoplasmic and a nuclear ring. The
eight spoke units, as part of the 8-fold symmetrical NPC array,
surround the center of the NPC through which active nucleo-
cytoplasmic transport is thought to take place. Moreover, a
nuclear basket and short cytoplasmic fibrils, which are at-
tached to the nuclear ring and the cytoplasmic ring of the NPC,
respectively, can be visualized by high resolution electron mi-
croscopy (3–5).

About 30 different nucleoporins constitute the NPC in yeast
and higher eukaryotes (6, 7). Nucleoporins exist in 8-, 16- and
32-fold copies per NPC and, thus, this �50-MDa structure is
assembled from a relatively low number of components (6).

Nucleoporins are grouped into two major classes, one class with
FG repeats that functions directly in nucleocytoplasmic trans-
port by binding the soluble transport receptors (8, 9), and
another class that is devoid of FG repeat sequences and is
considered as representing the predominant structural constit-
uents of the NPC. Moreover, a few of the structural nucleopor-
ins should mediate integration in the double nuclear mem-
brane or organize the repeat-containing nucleoporins to form
the active transport channel (for review, see Refs. 2 and 10).

In past years, significant progress has been made in the
biochemical analysis of the NPC composition and organization
of individual nucleoporins within NPC subcomplexes (1, 2, 10).
Moreover, immuno-electron microscopy has revealed the rela-
tive location of nucleoporins within the overall NPC frame-
work. Thus, the first models have emerged from these studies
that discuss how nucleoporins could perform their distinct roles
in NPC structure and nucleocytoplasmic transport (11–13).

One of the best characterized subcomplexes of the NPC is the
Nup84 complex in yeast (14–16). This assembly is composed of
seven subunits and was shown to perform several essential
roles, including functions in nuclear envelope organization,
NPC biogenesis, and mRNA export. Because none of the mem-
bers of the Nup84 complex contain FG repeat sequences, which
bind to the shuttling transport receptors, it is intriguing how
this complex can specifically affect the nuclear export of
poly(A)� RNA. A vertebrate Nup107-Nup160 complex (17–19),
which is homologous to the yeast Nup84 complex, was also
shown to be essential for the postmitotic nuclear pore
assembly (19–21).

Recently, we have reported that the Nup84 complex could be
reconstituted in vitro from its recombinant seven subunits and
exhibits a Y-shaped structure in the electron microscope, which
is indistinguishable from the native complex (16). Thus, the
Nup84 complex can self-assemble in a modular way from dis-
tinct smaller nucleoporin construction units. Motivated by
these findings, we sought to extend the Nup84 complex further
by searching for new interaction partners and successively
assembling them in vitro into the pre-existing complex. A
nucleoporin interaction analysis has been performed recently
(22). Protein interactions that occur at individual FG Nups
were sampled using immobilized nucleoporins and yeast ex-
tracts. This study showed that several FG Nups also captured
the hexameric Nup84 complex.

Here, we conducted a proteomic approach to unravel addi-
tional nucleoporin interactions. We found that Nup157 and
Nup145N are specifically associated with purified members of
the Nup84 complex. In agreement with these findings, Nup157
and Nup145N could be reconstituted into the heptameric
Nup84 complex. We examined purified Nup157 in the electron
microscope and found that it has a characteristic clamp-like
structure. Our data thus show the interaction of a large struc-
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tural Nup with the Nup84 complex, a key structural module of
the NPC.

EXPERIMENTAL PROCEDURES

Microbiological Techniques and DNA Manipulations—Microbiologi-
cal techniques (growth and transformation of Escherichia coli and
yeast) and standard DNA manipulations (cloning, PCR amplification,
and ligation) were performed as described previously (16, 23).

Insertion of Yeast Nucleoporin Genes into E. coli Expression Vectors
and Yeast 2� Plasmids and Genomic Integration of the Tandem Affinity
Purification (TAP) Tag—For expression in E. coli, the open reading
frames of Nup145N and Nup157 were amplified by PCR and cloned into
pPROEXHT-GST-TEV (16). For bicistronic expression of GST-Nup157
and GST-Nup120, the open reading frame of Nup120 was amplified
with a 5� second ribosomal binding site and cloned downstream of the
Nup157 (16). Bicistronic expression of GST-Nup84 and GST-Nup157
was performed in a similar way. For overexpression in yeast, the open
reading frames of NUP157 and NUP188 were cloned into the
pNOPPATA2L 2� plasmid (24) and transformed into yeast strains
genomically disrupted for the gene of interest. For TAP tagging of the
yeast nucleoporins, the cassette harboring the TAP tag was genomically
integrated at the 3�-end of the genes as described (25).

Overexpression of Proteins in E. coli and Yeast—All recombinant
protein expression in E. coli was done with the BL21 codon plus RIL
strain (Stratagene) and performed as described previously (16), except
that bicistronic expression of GST-Nup157/GST-Nup120 was performed
overnight at 16 °C and induced with 0.1 mM isopropyl-1-thio-�-D-galac-
topyranoside. Yeast cells overexpressing ProtA-tagged Nups were
grown in 2–6 liters of SDC-Leu medium at 30 °C to an OD of �3.5. After
pelleting the cells by centrifugation, the pellet was washed in cold water
and NB buffer (150 mM NaCl, 50 mM KOAc, 20 mM Tris, pH 7.5, 2 mM

Mg(OAc)2, and 0.15% Nonidet P-40). The cell pellet was frozen in liquid
nitrogen and stored at �20 °C.

Affinity Purification of Chromosomally TAP-tagged Yeast Nucleopor-
ins and Mass Spectrometry Analysis—Affinity purification of nucleopor-
ins from 2–6 liters of yeast cultures grown at 30 °C in YPD (1% yeast
extract, 2% peptone, and 2% dextrose) medium to an OD of �3.5 was
performed as described (26). Only the first affinity purification step of
the TAP method (TEV elution) was applied. The second step (i.e. cal-
modulin-Sepharose) was omitted, because it was found to be disruptive
for some nucleoporin interactions (e.g. Nup133 dissociated from the
Nup84 complex upon incubation with calmodulin-Sepharose.2 Affinity
purification of Nup53 and Nup59 were not successful. TEV-eluted
nucleoporins were analyzed on Novex SDS 4–12% gradient polyacryl-
amide gels (Invitrogen) and stained with colloidal or normal Coomassie
R250 (both from Sigma). Mass spectrometry using tryptic digests of
bands excised from a Coomassie-stained SDS-polyacrylamide gel was
performed according to (27). Analysis was performed on a Bruker Reflex
III MALDI-TOF instrument. Identification of protein bands was
achieved by peptide mass fingerprints using Mascot (Matrix Science)
and the MSDB mass spectrometry protein data base.

Affinity Purification of GST- and ProtA-tagged Proteins—Purifica-
tion of GST-tagged proteins from E. coli was performed in NB buffer
containing 10% glycerol as described (16). Overexpressed ProtA-tagged
Nup157 and Nup188 were affinity-purified in NB buffer, which was
supplemented with 0.15% Nonidet P-40 and a mixture of protease
inhibitors during cell lysis. After cell breakage and centrifugation, the
soluble fraction was incubated with 0.5 ml of IgG-Sepharose (Amer-
sham Biosciences) per 2 liters of culture, and beads were washed with
30 volumes of NB buffer plus 0.5 mM dithiothreitol. TEV cleavage was
performed for 2 h at 16 °C in 150 �l of Luria-Bertani medium with 0.5
mM dithiothreitol and 10 �l of TEV protease (1 mg/ml). Ion exchange
(Mono Q HR5/5; Amersham Biosciences) and gel filtration chromatog-
raphy (Superose 6 HR10/30 and Superdex 200 HR10/30; Amersham
Biosciences) were performed on an ÄKTA basic system (Amersham
Biosciences). All gel filtration chromatography and binding assays of
Nup145N, Nup157, and the Nup84 complex were performed in NB
buffer. The heptameric Nup84 complex was reconstituted as
described (16).

Electron Microscopy and Image Processing—For negative staining, 5
�l of sample were placed on a freshly glow-discharged, carbon-coated
grid and then washed four times with water, stained with uranyl
formate (2% w/v), and dried. Electron microscopy was carried out on a
Philips CM120 BioTwin electron microscope equipped with a tungsten
filament operating at 100 kV. Micrographs of selected areas were re-

corded with a wide angle charge-coupled device camera (DV300W1;
Gatan) at a nominal magnification of 93,000.

For image processing, micrographs of Nup157 were taken at a cali-
brated magnification of 50,000 and scanned with the Zeiss Scai Scanner
at a step size of 21 �m/pixel, which corresponded to 4.2 Å at specimen
level. 5,000-particle images were selected and boxed using the MRC
image-processing package (28). Boxed particle images were imported to
the IMAGIC 5 package (29), which was used for all further steps.
Particles were normalized and band pass-filtered with a low frequency
cutoff of 1/170 Å�1 and a high frequency cutoff of 1/9 Å�1. The box size
of the extracted particle images was 50 � 50 pixels. For initial align-
ment the alignment by classification strategy was chosen. After a few
rounds of refinement the class averages stabilized. Relative spatial
orientations of the class averages were determined by sinogram corre-
lation. This process was started several times, beginning with different
class averages for the initial determination of Euler angles. Three-
dimensional maps were calculated using the exact weighted back pro-
jection algorithm. Determination of Euler angles and calculation of
three-dimensional maps were repeated until the map converged into a
stable shape from which projections could be generated that were
similar to all of the initially observed class averages. A three-dimen-
sional map was further refined by projection matching. This process
was repeated several times. Resolution of the final map was estimated
by Fourier shell correlation (FSC). The FSC was 0.5 at a spatial fre-
quency of 1/17.5 Å�1 and crossed the 3 � curve at 1/14 Å�1.

Analytical Ultracentrifugation—Analytical sedimentation equilib-
rium ultracentrifugation was carried out at 4 °C on a Beckman Optima
XL-A analytical ultracentrifuge equipped with absorbance optics and
an An60 Ti rotor. From the amino acid sequence of Nup145N, a molec-
ular mass of 64.8 kDa, an extinction coefficient at 280 nm of � � 3.14�104

M�1�cm�1, and a partial specific volume of �� � 0.7114 ml�g�1 at 4 °C
were calculated from the amino acid composition with the program
SEDNTERP version 1.08.3 Nup145N was analyzed in a buffer contain-
ing 150 mM NaCl, 50 mM potassium acetate, 20 mM Tris-HCl, pH 7.5,
and 2 mM magnesium acetate with a density of � � 1.0093 g�ml�1 as
calculated with SEDNTERP. Sedimentation equilibrium ultracentrifu-
gation runs were performed with protein concentrations of 1.6, 3.2, and
7.4 �M and at angular velocities of 7,000 and 10,000 rpm. Equilibrium
was obtained after 24 h. Absorbance data were collected at 280 and 230
nm by averaging 10 scans with radial increments of 0.001 cm in step
mode. The molecular mass of Nup145N was determined by global
fitting of the data to an ideal single component model with the software
UltraScan version 6.2 (www.ultrascan.uthscsa.edu).

RESULTS

Proteomic Analysis of Nucleoporin Interactions—To obtain a
more comprehensive picture of nucleoporin interactions in the
NPC, we sought to affinity-purify all yeast Nups in a compar-
ative way and identify stoichiometrically and sub-stoichiomet-
rically co-purifying bands. Therefore, NUP genes were chromo-
somally tagged with the TAP construct (26). Functionality of
the TAP-tagged nucleoporins, which are essential for cell
growth or whose deletion causes a slow growth phenotype, was
tested by growth analysis (supplemental Fig. 1A, available in
the on-line version of this article). In the case of non-essential
Nups whose deletion does not cause a growth inhibition,
growth analyses did not reveal whether the TAP tag impairs
nucleoporin function; however, all of these yeast Nups had
already been tagged at the carboxyl terminus by ProtA or a
green fluorescent protein and were shown to be assembled into
the NPCs (6, 30).

Subsequently, TAP-modified nucleoporins were affinity-pu-
rified from whole cell lysates under standardized conditions
(see “Experimental Procedures”). We applied only the first af-
finity purification step of the TAP method (i.e. proteolysis-
mediated elution from IgG-Sepharose by the TEV protease) but
omitted the second step (i.e. calmodulin-Sepharose), which was
found to be disruptive for some known nucleoporin interac-
tions.2 The TEV eluates from the various nucleoporin purifica-
tions were analyzed by SDS-PAGE, and distinct bands discern-

2 R. Kunze and M. Lutzmann, unpublished results.

3 Developed by J. Philo, D. Hayes, and T. Laue; www.jphilo.
mailway.com/download.htm.
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ible by Coomassie staining were excised and analyzed by
MALDI-TOF mass spectrometry (see “Experimental Proce-
dures” and supplemental Fig. 2, available in the on-line version
of this article). Because of the omission of the second affinity
purification step, all of the nucleoporin purifications were con-
taminated by common impurities (e.g. heat shock proteins,
fatty acid synthetase, translation factors, ribosomal proteins,
etc.) that tend to stick to IgG-Sepharose. Nevertheless, side-by-
side comparison of the different nucleoporin preparations al-
lowed us to identify specific co-purifying bands (Fig. 1). This
comprehensive analysis confirmed many of the known nucleo-
porin interactions and convincingly revealed the three major
structural modules of the NPC, namely the Nic96 complex
(Nsp1-Nup57-Nup49-Nic96), the Nup82 complex (Nup82-
Nsp1-Nup159-Nup116-Gle2), and the Nup84 complex (Nup84-
Nup85-Nup120-Nup133-Nup145C-Seh1-Sec13) (Fig. 1 and Ta-
ble I) (for cross references, see Refs. 1 and 2).

Nup170, Nup157, and Nup145N Associate in Vivo with the
Nup84 Complex—Importantly, our systematic nucleoporin pu-

rifications revealed several new interactions. Thus, we found
Sac3 in the Nup60 preparation (Table I and supplemental Fig.
2). These data are consistent with previous observations that
the pore-associated mRNA export factor Sac3 interacts func-
tionally with Nup60 and Nup1 (31). Moreover, we could detect
Kap123 in the Nic96 preparation along with low amounts of the
Rea1 AAA�-type ATPase, which is associated with nucleoplas-
mic pre-60 S ribosomal subunits (32), in the TAP-purified Gle2
and Nup116 purifications (Fig. 1, Table I, and supplemental
Fig. 2).

Additionally, several members of the Nup84 complex co-
enriched a specific set of nucleoporins not previously known to
interact. Affinity-purified Nup84, Nup120, and Nup145C all
contained sub-stoichiometric amounts of Nup170, Nup157, and
Nup145N (Fig. 1, B and C, Table I, and supplemental Fig. 2). In
addition, we found Nic96 and Mex67 in the Nup84 preparation
and Mlp1 in the Nup120 purification (supplemental Fig. 2). It
was recently suggested that Mlp1 is bound via Nup60 and
Nup145 to the NPC (33) and that the mRNA export receptor

FIG. 1. In vivo interactions between yeast nucleoporins. A, affinity purification of the indicated TAP-tagged Nups by IgG-Sepharose and
TEV elution followed by SDS-PAGE and Coomassie staining. For Nsp1 and Nup82 purifications, the co-purifying nucleoporins are indicated in the
columns as follows: band(s) 1, Nup159; band(s) 2, Nsp1; band 3, Nic96; band(s) 4, Nup82; band 5, Nup57; and band 6, Nup49. Note that the
calmodulin binding tag present on the bait protein increases the molecular mass by �5 kDa. Protein bands were identified by mass spectrometry
(see Table I). Marked on the right are prominent contaminants (e.g. Hsp70 and Rpl3) and the TEV protease. Interestingly, Rea1 was detected in
the Gle2 and Nup116 preparations. B–D, affinity purification of Nup84-TAP (B), Nup120-TAP (C), and Nup157-TAP (D). Only the nucleoporin
bands identified by mass spectrometry, but not contaminants, are labeled on the right. Shown are also molecular mass markers.
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Mex67 interacts with Nup85 (23). Moreover, Nup98 (the ver-
tebrate counterpart of Nup145N) was described to interact
with the Nup107-Nup160 complex (the vertebrate counterpart
of the Nup84 complex; Refs. 18 and 34). Further biochemical
analysis and in vitro reconstitution are required to show that
these observed protein interactions are direct.

Consistent with the findings described above, affinity-puri-
fied Nup157 also revealed the presence of Nup120 and
Nup145N (Fig. 1D). It is not clear why only Nup120 but not the
other members of the Nup84 complex was found in the Nup157
preparation (see “Discussion”). Moreover, we could not detect
members of the Nup84 complex in the Nup170 preparation
(Table I). This may not be significant, as Nup170-TAP could not
be affinity-purified in satisfactory levels.4 Altogether, the data
suggested that Nup170, Nup157, and Nup145N could be in
physical contact with the Nup84 complex.

In Vitro Reconstitution of the Nup157-Nup145N Het-
erodimer—To further study the interactions of Nup157 and
Nup145N with the Nup84 complex, we performed in vitro re-
constitution. First, we analyzed whether Nup157 and
Nup145N can directly bind to each other. To perform this
experiment, GST-tagged Nup145N was expressed in E. coli and
purified to homogeneity by GST-affinity purification, TEV
cleavage, and gel filtration chromatography. Nup145N, which
has a calculated Mr of �65,000, eluted from the gel filtration
column in a relatively sharp peak with an apparent Mr of
�200,000 (Fig. 2A).

Analytical ultracentrifugation was conducted to analyze the
association state of Nup145N in greater detail (supplemental
Fig. 3, available in the on-line version of this article). The appar-
ent molecular mass of Nup145N was determined to be 61.4 kDa
from a fit to a single component model. No systematic deviations
could be detected as evident from inspection of the residuals in
supplemental Fig. 3. This demonstrates that the model describes
the data accurately and that only one component was present.
The molecular mass of Nup145N calculated from its primary
sequence is 64.8 kDa, which comes close to the value determined
by analytical ultracentrifugation. Thus, Nup145N exists as a
monomer under physiological buffer conditions and the protein
concentrations used. We assume that the unusual elution of
purified Nup145N from the gel filtration column is due to the
presence of GLFG repeats. It was recently reported that FG
repeat domains within nucleoporins are natively unstructured
and induce atypical elution during gel filtration (35).

In contrast to Nup145N, expression of Nup157 in E. coli
yielded mostly insoluble protein (data not shown). Therefore,
we sought to exploit yeast as an expression system and over-
expressed ProtA-tagged Nup157 from a high copy number (2 �)
plasmid. The protein was affinity-purified on IgG-Sepharose
and eluted by TEV protease cleavage. The eluate was then
applied to a gel filtration column yielding highly purified
Nup157 that eluted at �200 kDa (Fig. 2B).

To analyze whether purified Nup145N and Nup157 proteins
can form a complex in vitro, GST-Nup145N immobilized on
GSH beads was incubated with purified Nup157 from yeast. As
shown in Fig. 2C, Nup157 bound to Nup145N in a �1:1 stoi-
chiometric ratio, as judged from the intensity of the Coomassie-
stained bands. To show the specificity of this interaction, we
tested whether Nup157 binds to GST alone. Only trace
amounts of Nup157 were bound to GST beads (Fig. 2C). More-
over, we tested whether another large nucleoporin, Nup188,
can interact with Nup145N in vitro. Similar to Nup157, ProtA-
tagged Nup188 was expressed in yeast from a 2� plasmid and
purified by IgG-Sepharose and gel filtration chromatography.

However, only very small amounts of Nup188 were seen to bind
to GST-Nup145N (Fig. 2C).

To further characterize complex formation between
Nup145N and Nup157, we mixed partially purified Nup145N
and Nup157 in solution and monitored heterodimerization by
gel filtration chromatography. The reconstituted Nup157-
Nup145N complex eluted at �400 kDa, which is two fractions
earlier than the single subunits (compare Fig. 2D with panels A
and B). Thus, Nup157 and Nup145N constitute a novel nucleo-
porin subcomplex.

In Vitro Reconstitution of Nup157 and Nup145N into the
Nup84 Complex—Our next aim was to assemble the Nup157-
Nup145N heterodimer into the heptameric Nup84 complex.
For these reconstitution studies, the pre-assembled Nup84
complex, which consists of seven subunits (Nup84, Nup85,
Nup120, Nup133, Nup145C, Seh1, and Sec13), was immobi-
lized on GSH-Sepharose via the GST-tagged Nup145C subunit
(see Ref. 16). Then, highly purified Nup157 from yeast (see Fig.
2B) and Nup145N purified from E. coli (see Fig. 2A) were
incubated with the immobilized Nup84 complex. After a wash-
ing step to remove unbound material, proteins were eluted and
analyzed by SDS-PAGE and Coomassie staining. As shown in
Fig. 3A, Nup157 and Nup145N bound in a �1:1 stoichiometry
to the Nup84 complex, yielding an assembly of nine subunits
with a calculated molecular mass of 820 kDa. However, when
this supercomplex was subjected to gel filtration chromatogra-
phy, most of it dissociated into the separate subcomplexes (data
not shown). This suggests that the interaction between the
Nup157-Nup145N heterodimer and Nup84 complex is not very
strong. These in vitro findings are consistent with the observa-
tion that only small amounts of Nup157 and Nup145N were
co-enriched during Nup84 complex purification from yeast ly-
sates (see Fig. 1, B–D). In further reconstitution studies we
showed that Nup157 (Fig. 3B) or Nup145N alone (data not
shown) can bind to the pre-assembled Nup84 complex. This
suggests that both Nup157 and Nup145N have separate bind-
ing sites on the Nup84 complex.

Interaction of Nup157 with Nup120-containing Subcom-
plexes—Our proteomic analysis showed that affinity-purified
Nup157 contained Nup120, which is a member of the Nup84
complex (see Fig. 1D). Hence, we wanted to analyze whether
Nup157 and Nup120 interact directly. To this end, GST-tagged
Nup157 and untagged Nup120 were co-expressed from a bicis-
tronic construct in E. coli. Significantly, Nup120 (identified by
mass spectrometry) co-enriched with affinity-purified GST-
Nup157 (Fig. 3C). However, E. coli heat shock proteins were
also bound to beads, which could mean that Nup157 and/or
Nup120 are not completely folded or that they expose hydro-
phobic binding sites. In contrast, bicistronic co-expression of
another GST-tagged Nup (GST-Nup84), together with Nup157
in E. coli, did not reveal any co-enrichment of Nup157 during
GST-Nup84 affinity purification (Fig. 3C). This suggests that
Nup157 per se is not a sticky protein.

To obtain further evidence for a Nup157-Nup120 interaction,
we tested the binding of soluble Nup157 purified from yeast to
different in vitro reconstituted subcomplexes of the Nup84
complex immobilized on GSH-Sepharose (see Ref. 16). These
analyses revealed that Nup157 was bound to the pentameric
Nup120-Nup85-Seh1-Nup145C-Sec13 complex and the trim-
eric Nup120-Nup85-Seh1 complex (Fig. 3D). Importantly,
Nup157 did not bind to complexes that lack Nup120 (e.g. the
Nup85-Seh1, Nup145C-Sec13, and Nup133-Nup84 complexes).
We conclude from these studies that Nup120 exhibits a binding
site for Nup157 within the Nup84 complex.

Electron Microscopic Analysis of Purified Nup157—Because
Nup157 and Nup145N could be efficiently purified and ob-4 K. Stangl, unpublished data.
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FIG. 2. Nup157 and Nup145N form a heterodimer. A and B, gel filtration of Nup145N purified from E. coli (A) and Nup157 purified from
yeast (B) on a Superdex 200 HR column. Shown are the loaded proteins (L), a protein standard (M), and fractions 14–26. The column was calibrated
with molecular mass markers (Bio-Rad) of 670, 158, 44, and 17 kDa (indicated on the top). C, in vitro binding of Nup157 to immobilized
GST-Nup145N and GST. Lane 1, purified Nup157; lane 2, GST-Nup145 incubated with buffer; lane 3, GST-Nup145 incubated with purified
Nup157; lane 4, GST incubated with buffer; lane 5, GST incubated with purified Nup157; lane 6, purified Nup188; lane 7, GST-Nup145 incubated
with buffer; lane 8, GST-Nup145 incubated with purified Nup188; M, protein standard. D, gel filtration of the Nup157-Nup145N complex on
Superdex 200 HR. Shown are the loaded proteins (L), a protein standard (M), and fractions 14–26. Indicated on the right are the positions of
Nup157 and Nup145N.
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tained in pure form, we sought to study their morphology by
transmission electron microscopy. For the purified Nup145N
we could not see a discernible structure in the electron micro-
scope.5 This is most likely due to the small size of the Nup145N
molecule and the presence of GLFG repeats, which are not
structured and thus may not be contrasted enough by
negative staining.

For negative staining of Nup157, we used fractions of the
final gel filtration column that contained essentially pure pro-
tein (Fig. 4A). In the electron microscope, Nup157 showed a
globular morphology with a diameter of �12 nm. A significant
number of Nup157 molecules exhibited an indentation (Fig.
4A). To find out whether the structure of overexpressed
Nup157 differs from endogenous Nup157, we affinity-purified
Nup157 from yeast that expressed chromosomally TAP-tagged

NUP157. However, authentic Nup157 was indistinguishable
from overproduced Nup157 (Fig. 4A).

Because micrographs of negatively stained Nup157 showed a
homogeneous spread of particles, we could perform image proc-
essing to reveal more details of the Nup157 structure. By
calculating the three-dimensional map of the protein, it became
apparent that Nup157 was hollow and looked like a clamp or a
gripping hand (Fig. 4B; see also ”Discussion“). The outer di-
mensions of the clamp were 12 nm in the long direction and
�7–8 nm in the shorter direction.

DISCUSSION

From the �30 yeast nucleoporins, about two-thirds are or-
ganized in biochemically stable NPC subcomplexes. However,
the direct interacting partners for the remaining Nups are still
unidentified (for review, see Refs. 2, 10, and 36). Moreover, it is
not known how the stable NPC subcomplexes interact with5 M. Lutzmann, unpublished results.

FIG. 3. Reconstitution of a nine-subunit assembly between Nup157-Nup145N and the Nup84 complex. A, In vitro binding of purified
Nup157 and Nup145N to the reconstituted Nup84 complex. Purified and mixed Nup157 and Nup145N (lane 2) were incubated with the heptameric
Nup84 complex immobilized on GSH beads via GST-Nup145C (lane 4). A molecular mass marker (lane 1) and buffer control (lane 3) are also shown.
Bound proteins were analyzed by SDS-PAGE and Coomassie staining. B, in vitro binding of Nup157 to the reconstituted Nup84 complex. Purified
Nup157 (lane 2) was incubated with the immobilized Nup84 complex (lane 4) or GST (lane 6). Buffer controls (lanes 3 and 5) are also shown. Bound
proteins were analyzed by SDS-PAGE and Coomassie staining. Indicated on the right are the positions of the Nup proteins. C, Nup157 and Nup120
bind directly to each other. Molecular mass markers (lanes 1 and 4), GST-Nup157 (lane 2), GST-Nup157 co-expressed with Nup120 (lane 3), and
GST-Nup84 co-expressed with Nup157 (lane 6) were purified from E. coli and TEV eluates analyzed by SDS-PAGE and Coomassie staining. Lane
5 shows the E. coli lysate containing GST-Nup84 and Nup157. D, binding of soluble Nup157 purified from yeast to different in vitro reconstituted
subcomplexes. Purified Nup157 (lane 1) was incubated with the immobilized complexes heptameric Nup84-Nup85-Nup120-Nup133-Nup145C-
Seh1-Sec13 (lane 3), pentameric Nup85-Nup120-Nup145C-Seh1-Sec13 (lane 4), trimeric Nup85-Nup120-Seh1 (lane 5), dimeric Nup85-Seh1 (lane
6), dimeric Nup145C-Sec13 (lane 7), and dimeric Nup84-Nup133 (lane 8). Bound proteins were analyzed by SDS-PAGE and Coomassie staining.
Bands were labeled as follows: a, Nup157; b, Nup133; c, GST-Nup145C; d, Nup120; e, Nup85; e�, GST-Nup85; f, Nup84; g, Seh1; and h, Sec13.

Reconstitution of Nup157 and Nup145N18448



each other and which nucleoporins bridge between them. By
reinvestigation of nucleoporin interactions, we identified sev-
eral possible new Nup interactions and could reconstitute two
of them in vitro. The observation that some of the interactions
found in vivo were not reciprocal in the TAP purifications could
be due to the possibility that a substoichiometric association
does not always reveal a clear cut band on the SDS-polyacryl-
amide gel (please note that the TEV eluates from the various
nucleoporin purifications were analyzed by SDS-PAGE and
that only distinct bands discernible by Coomassie staining
were excised and analyzed by MALDI-TOF mass spectrome-
try). The finding that only Nup120 was detected in the Nup157
preparation by mass spectrometry, but not the other subunits
of the Nup84 complex, is not clear. However, Nup120 was
found only as second hit in the peptide mass fingerprint anal-
ysis (see Fig. 1D and supplemental Fig. 2; the first hit was
elongation factor eEF2, a possible contaminant) and, thus, its
amount on the SDS-polyacrylamide gel cannot be estimated.
Thus, we suspect that the other smaller subunits of the Nup84
complex were also present in purified Nup157, but because of
a reduced Coomassie staining these subunits were not seen
as distinct bands and therefore not analyzed by mass
spectrometry.

Because of the observed substoichiometric interactions be-
tween Nup157, Nup145N, and the Nup84 complex, we per-
formed in vitro reconstitution. In this way, we could reconsti-
tute the interactions between nine nucleoporins, an assembly

that represents 30% of all yeast nuclear pore proteins. How-
ever, the nine-subunit assembly, formed in vitro between the
robust heptameric Nup84 and the dimeric Nup157-Nup145N
complexes, is not stable enough for performing further bio-
chemical purification. Thus, for a complete in vitro reconstitu-
tion of the NPC, low affinity interactions between NPC sub-
complexes as described here could pose a problem. On the other
hand, it is conceivable that several low affinity contacts as part
of the entire NPC structure will stabilize the overall assembly.

We also wanted to analyze the structure of the Nup84 com-
plex bound to Nup157 in the electron microscope. However,
images of the Nup84 complex with bound Nup157 were not
homogenous, and in only a few cases could contact between
Nup157 molecules and the Y-shaped Nup84 complex be dis-
cerned.6 We suspect that during specimen preparation for elec-
tron microscopy the unstable assembly of the Nup84 complex
with Nup157 largely dissociated. Further work is required to
reveal the structural details of how Nup157 is bound to
Nup84 complexes.

Taking our biochemical data together, it is tempting to spec-
ulate that Nup157 (together with other structural Nups like
Nup170) could link Nup84 complexes together, generating a
higher structural assembly. A single Nup157 molecule, the
structure of which resembles a clip with two spars, might

6 M. Lutzmann, unpublished data.

FIG. 4. Electron microscopic analy-
sis of purified Nup157. A, purified
Nup157, which was analyzed by SDS-
PAGE and Coomassie staining (left), was
used for electron microscopy analysis. An
overview electron micrograph of the neg-
atively stained Nup157 (middle) and a
gallery of selected particles of overex-
pressed or endogenous Nup157 (right) are
shown. B, image processing of Nup157.
Charge-coupled device image of Nup157
stained with 2% uranyl acetate. Different
views of the surface representation of the
three-dimensional map of Nup157 at
�17-Å resolution are shown. The thresh-
old was chosen such that the volume ac-
counted for 160 kDa. Different character-
istic projections of Nup157 were derived
from projection matching.
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access two separate Nup84 complexes. The Nup84 complex was
estimated to occur in 16 copies per NPC and was suggested to
represent a major part of the octagonal spoke-ring complex (2).
However, other scenarios of interaction are also conceivable.
Thus, the Nup157-Nup145N dimer could form a dual interface
between two Nup84 complexes or Nup157 bridges between a
Nup84 complex module and another structural Nup.

In addition to the in vitro reconstituted interactions of
Nup157 and Nup145N with the Nup84 complex, we also de-
scribe in this work how Nup170 (homologue of Nup157), Mlp1,
and Nic96 exhibit physical connections to the Nup84 complex.
Because all of these nucleoporins except Nup145N lack FG
repeat sequences, the identified contacts may be important for
the structural organization of the NPC. The observation that
Nic96 was found to be associated with purified Nup84 suggests
that two key structural modules of the NPC, namely the stable
Nic96 complex composed of Nic96, Nup57, Nup49, and Nsp1
(37) (see also Table I) and the Nup84 complex, could come in
direct contact.

The in vitro finding that the Nup157-Nup145N heterodimer
forms an assembly with the Nup84 complex, which can be
easily dissociated, could reflect an in vivo requirement for a
dynamic NPC biogenesis and/or organization. Notably, the con-
served Nup145 is made as a precursor that is posttranslation-
ally cleaved into two functionally separated domains, Nup145N
and Nup145C in yeast (38, 39) or Nup98 and Nup96 in mam-
mals (34, 40). The autoproteolytic cleavage of Nup145 is not
essential in yeast but becomes essential in cells lacking
Nup188 (38, 39). Moreover, self-cleavage of the Nup98-Nup96
precursor in mammals is crucial for NPC assembly (34, 40).
Our work has revealed that both Nup145C and Nup145N have
physical contact with the Nup84 complex, but the way these
subunits interact with this NPC structural module is different.
Whereas the Nup145C domain is a stable subunit of the Nup84
complex, the Nup145N domain is only loosely associated. It is
possible that Nup145N has to be cleaved off from Nup145C to
allow a dynamic interaction with the Nup84 complex.

Interesting in this context are recent studies showing that
the binding dynamics between structural nucleoporins govern
NPC permeability and affect channel gating (41). Notably,
Goldfarb and colleagues observed that yeast cells lacking
Nup170 exhibit a reversible dissociation of several structural
nucleoporins (including members of the Nup84 complex) from
NPCs upon the addition of aliphatic alcohols or chilling (41).
Thus, dynamic rearrangements of structural NPC modules
may be important not only for NPC assembly but also during
translocation of large cargo through the transport channel,
which may not be possible with a rigid NPC structure. Linker
nucleoporins, which connect structural modules, could regulate
this structural flexibility.

Finally, we report in this study the first structural analysis
of a so-called large Nup (Nup157) that, like Nup188, is
thought to be a structural constituent of the spoke-ring com-
plex of the NPC (42–45). Isolation of this and other large
Nups (e.g. Nup188 and Nup192) in E. coli was limited be-
cause of their low solubility. Thus, we developed a method to
overexpress these large Nups in yeast followed by subsequent
affinity purification and conventional chromatography. Be-
cause these three large Nups could be obtained in reasonable
(microgram) amounts and pure form, we could perform the
first biochemical and electron microscopy analyses (not
shown in this study is the electron microscopy structure of
Nup188 and Nup192).

The observation that Nup157 is not an elongated molecule
but forms a hollow sphere is interesting in the structural con-
text of the subunits of the Nup84 complex. Within the Nup84

complex, Nup120, Nup145C, and Nup85 exhibit elongated
structures as shown by electron microscopy (15, 16). Notably,
using computational and biochemical methods, several sub-
units of the yeast Nup84 complex (Nup120, Nup145C, and
Nup85) and homologous vertebrate Nup107–160 complex were
suggested to be elongated because they contain �-propeller/�-
solenoid arrangements (46). Similarly, human Nup133 con-
tains two domains, a carboxyl-terminal domain responsible for
its interaction with its subcomplex through Nup107, and an
amino-terminal domain whose crystal structure reveals a sev-
en-bladed �-propeller (47). The N-terminal domain of Nup159
had been crystallized and was shown to contain an unusually
asymmetric seven-bladed �-propeller (48). X-ray analysis of
Nup157 or domains thereof should reveal which structural
motifs occur in these large Nups.
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SUPPLEMENTAL FIGURES

Supplemental FIG. 1. A, Growth analyses of yeast strains expressing TAP-tagged nucleoporins.

Wild-type haploid yeast strain and derived strains carrying the indicated TAP-tagged nucleoporin

genes were analyzed by growth on YPD. Cells were spotted in 10-1 dilutions on YPD plates and it

was grown for 2 days at 30°C or 3 days at 37°C.

Supplemental FIG. 2. Information on peptide mass fingerprinting for newly identified protein

interactions. For a newly identified band (identif. band) in the indicated TAP-purification (bait),

we show the hit number (Hit-No.), the Probability Based Mowse Score and the number of

peptides, which were found for this band (peptides found). When the newly identified band was

only found as second hit, also the first hit band and its MS data are given  (in squared brackets).

Supplemental FIG. 3. Analytical sedimentation equilibrium ultracentrifugation of Nup145N.

Absorbance scans at 280 nm recorded at 7000 rpm (curves 1, 3 and 5) and 10000 rpm (curves 2,

4 and 6) and at three different protein concentrations of 1.6 µM (curves 1 and 2), 3.2 µM (curves

3 and 4) and 7.4 µM (curves 5 and 6) are shown. The top panel displays the experimental data

points and the fitted curve to a single component model with a molecular weight of 61.4 kDa. At

the bottom the residuals of the fits are plotted.





Bait identif. Band   Hit-No. Probability Based Mowse Score Peptides found

Gle2-TAP Rea1-band       1 288 45

Nup116-TAP Rea1-band       1 71 18

Nic96-TAP Kap123-band       1 72 10

Nup145-TAP Nup170-band       1 96 11

Nup157-band       1 205 21

Nup84-TAP Nup157-band       1 137 14

Nup170-band       1 83 9

Nup145N-band     1 53 7

Mex67-band       1 88 9

Nic96-band       2 61 7

[Nup84       1 64 8]

Nup120-TAP Nup157-band       1 92 12

Nup170-band       2 33 5

[Scp160       1 34 6]

Nup145N-band     1 59 7

Mlp1-band       1 42 12

Nup157-TAP Nup120-band       2 60 12

[eEF2       1 180 27]

Nup145N-band     2 114 15

[PABP       1 96 16]

Nup42-TAP Gle1-band       1 247 25

Nup60-TAP Sac3-band       1 71 12

                                          Supplemental Fig. 2 (Lutzmann et al., 2005)






