A spherical harmonics intensity model for 3D segmentation and 3D shape analysis of heterochromatin foci
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A B S T R A C T

The genome is partitioned into regions of euchromatin and heterochromatin. The organization of heterochromatin is important for the regulation of cellular processes such as chromosome segregation and gene silencing, and their misregulation is linked to cancer and other diseases. We present a model-based approach for automatic 3D segmentation and 3D shape analysis of heterochromatin foci from 3D confocal microscopy images. Our approach employs a novel 3D intensity model based on spherical harmonics, which analytically describes the shape and intensities of the foci. The model parameters are determined by fitting the model to the image intensities using least-squares minimization. To characterize the 3D shape of the foci, we exploit the computed spherical harmonics coefficients and determine a shape descriptor. We applied our approach to 3D synthetic image data as well as real 3D static and real 3D time-lapse microscopy images, and compared the performance with that of previous approaches. It turned out that our approach yields accurate 3D segmentation results and performs better than previous approaches. We also show that our approach can be used for quantifying 3D shape differences of heterochromatin foci.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The genomic DNA of eukaryotic cells is packed into chromatin, a large protein-DNA complex located inside the cell nucleus. Transcription, DNA replication, and DNA repair are examples of vital biological processes that depend on chromatin organization (Sexton et al., 2015, Cremer et al., 2015). In a coarse-grained classification, two functional states of chromatin are distinguished: the more open euchromatin active in transcription, and the more densely packed heterochromatin that is biologically inactive. Furthermore, formation of a stable heterochromatin structure is important for proper chromosome segregation and genomic stability, and its misregulation is linked to cancer and other diseases (Hahn et al., 2010, Plass et al., 2013). The establishment of heterochromatin is controlled by DNA methylation and post-translational histone modification, as well as the recruitment of architectural protein factors that recognize these so called epigenetic signals (Saksouk et al., 2015). The quantitative analysis of the underlying regulatory epigenetic networks based on fluorescence microscopy images as well as other experimental readouts (Müller et al., 2009, Hathaway et al., 2012, Müller-Ott et al., 2014) is an emerging topic in biomedical science and medical diagnosis (Webster et al., 2013, Saab et al., 2014). A prototypic example of a transcriptionally silenced heterochromatic state is that of pericentric heterochromatin in mouse (Probst et al., 2008). It is ideally suited for a fluorescence microscopy image-based analysis. Due to their higher DNA content and enrichment of AT sequences, pericentric heterochromatic domains form condensed clusters that can be identified in mouse cells by staining with DAPI (4,6-diamidino-2-phenylindole), a fluorescent DNA-intercalating dye. Perturbances of the underlying epigenetic network are reflected in the structure and formation of pericentric heterochromatin domains. Furthermore, their shape changes during differentiation of embryonic stem cells and is functionally relevant for the pluripotent stem cell state (Meshorer et al., 2006, Mattout et al., 2015). Thus, there is a need to quantify heterochromatin and shape changes of heterochromatin domains in relation to cell differentiation, gene silencing, and chromosome segregation as well as to the misregulation of these processes in disease.
In this work, we address the task of heterochromatin quantification by introducing a novel approach for image analysis of heterochromatin domains in 3D fluorescence microscopy images. The pericentric heterochromatin regions studied here in mouse fibroblasts appear as bright fluorescent foci under the microscope (Fig. 1, left). To investigate heterochromatin formation and associated epigenetic mechanisms, these foci need to be accurately segmented and quantified. The formation process is connected with the dynamic recruitment of chromatin modifiers like the histone methyltransferases SuV39h1/h2 and SuV4-20h1/h2 or the heterochromatin protein 1 (HP1) isoforms (Hahn et al., 2013; Müller-Ott et al., 2014). To study the spatial and temporal dynamics of proteins in heterochromatin regions, multichannel 3D images showing foci of DAPI-stained DNA in one channel and foci of fluorescently labeled proteins in additional channels can be acquired (Fig. 1). Manual extraction of quantitative 3D information about foci, however, is difficult and highly time-consuming. On the other hand, computer-controlled microscopy systems enable to automate the acquisition of multichannel image data and can gather a large number of 3D images in short time (Pepperkok et al., 2006). Hence, automated image analysis approaches are required, which can extract the relevant information from multichannel 3D images by accurate 3D foci segmentation.

The automated segmentation of heterochromatin foci, however, is challenging for several reasons. In contrast to other subcellular structures (e.g., endoplasmic reticulum exit sites (Matula et al., 2010) or telomeres (Wörz et al., 2010, Oстерwalд et al., 2015)) the size and 3D shape of heterochromatin foci are subject to a high degree of variability. In particular, the 3D shape of foci can be highly irregular, thus standard geometric models like spheres or ellipsoids are not well suited for 3D shape representation. In addition, the appearance (intensity signal) of heterochromatin foci depends on the distribution of the staining dyes and is impaired by photon noise, non-uniform illumination, and by the blurring effect of the microscope described by the point spread function (PSF) (Waters et al., 2009). As a result, the intensity contrast of heterochromatin foci with respect to the nucleus background varies significantly and can be relatively low (Fig. 1). The latter issue is particularly relevant for the analysis of live cell microscopy images, where laser power needs to be kept to a minimum level to avoid photo damaging the cells as well as bleaching the fluorescence signal during time course experiments. Hence, automatic approaches for 3D heterochromatin foci segmentation must cope with shape variations, non-homogeneous image intensities, as well as varying and low foci contrast.

In previous work, different methods were used for segmentation of heterochromatin foci from 3D fluorescence microscopy images. Often, global intensity thresholds are applied (e.g., (Beil et al., 2002, Beil et al., 2005, Böcker et al., 2006, Jost et al., 2011, Ivashkevich et al., 2011, Cantaloube et al., 2012), which are sensitive to intensity variations. Thus, approaches based on global thresholds are often combined with other techniques, such as the top-hat transform (Böcker et al., 2006, Ivashkevich et al., 2011, Cantaloube et al., 2012) or the H-dome transform (Ivashkevich et al., 2011) to improve the segmentation accuracy. Local thresholding within nuclei regions (Horáková et al., 2010, Eck et al., 2012) diminishes the effect of intensity variations between different nuclei, however, contrast variations between different foci in one nucleus are not addressed. In Andrey et al. (Andrey et al., 2010), Poulet et al. (Poulet et al., 2015), foci segmentation is performed by partitioning the nucleus into regions using the watershed transform and exclusion of low-contrast regions using manually defined thresholds. However, in the case of high levels of image noise or foci with low contrast, the watershed transform tends to over-segmentation. In Dzyubachyk et al. (Dzyubachyk et al., 2010), foci segmentation is performed by determining foreground voxels based on energy minimization using graph cuts within regions around the foci. However, as in the aforementioned approaches, segmentation is limited to the discrete voxel raster, and the blurring of the imaging process described by the microscope’s PSF is not incorporated. In contrast, 3D parametric intensity models describe the shape and intensities of a structure by means of an analytic function, and allow incorporation of the image blurring as well as a priori information on foci appearance to improve the segmentation accuracy. For 3D segmentation, the model function is directly fitted to the image intensities within a 3D region-of-interest (ROI). Parametric intensity models were previously used for heterochromatin analysis (Eck et al., 2012) and analysis of other subcellular structures (Thömann et al., 2002, Wörz et al., 2010). However, there only regularly shaped models (e.g., spheres and ellipsoids) were used. Furthermore, 3D shape analysis of the foci was not considered, but provides additional insights into the heterochromatin formation process.

In this paper, we present a novel approach for accurate 3D model-based segmentation and 3D shape analysis of heterochromatin foci from multichannel 3D fluorescent microscopy images. Our approach employs a new 3D parametric intensity model, which is based on a spherical harmonics (SH) shape representation. Compared to previous intensity models, the new model enables to capture and analyze highly irregular 3D foci shapes. In previous work on 3D segmentation from biomedical images, different types of deformable models based on SH parametrization were used, for example, active shape models (Székely et al., 1996, Kelemen et al., 1996), statistical shape models (Kelemen et al., 1999, Tutar et al., 2006), and models combined with level set segmentation (Baust et al., 2010). Such approaches were used, for example, for the segmentation of brain structures from MR images (Székely et al., 1996, Kelemen et al., 1999) or the segmentation of cell nuclei (Kelemen et al., 1996, Marshall et al., 1996), however, 3D intensity models were not used and segmentation of heterochromatin or associated proteins was not considered. In this work, we use SH to formulate a 3D parametric intensity model, which describes both shape and intensities of heterochromatin foci. For 3D segmentation of heterochromatin foci in microscopy images, the proposed SH intensity model is directly fitted to the image intensities by least-squares minimization. Based on the segmentation result, the determined SH expansion coefficients are exploited for analyzing the 3D shape of the foci. SH shape analysis was previously used, for example, for brain structures in Gerg et al. (Gerg et al., 2001), Styner et al. (Styner et al., 2004), for lung nodules in El-Baz et al. (El-Baz et al., 2011), for cells in Khairy et al. (Khairy et al., 2010), Ducroz et al. (Ducroz et al., 2012), Du et al. (Du et al., 2013), and for cell nuclei in Singh et al. (Singh et al., 2011), however, approaches for characterizing the 3D shape of heterochromatin foci have not yet been introduced. Furthermore, the aforementioned approaches determine a
voxel-based (Styner et al., 2004, Khairy et al., 2010, Singh et al., 2011) or mesh-based (El-Baz et al., 2011, Ducroz et al., 2012) segmentation result, which is converted into a SH representation, often by employing the surface parametrization method proposed in Brechbühler et al. (Brechbühler et al., 1995). In our approach, such a conversion is not necessary since we directly obtain an analytic SH representation from segmentation by 3D model fitting. We demonstrate that 3D shape analysis based on the computed SH coefficients enables distinguishing different foci shapes and analyzing temporal shape changes. This work combines and extends our previous conference papers (Eck et al., 2013, Eck et al., 2014). Compared to that work, we have improved the automatic initialization of the model and use a Hessian-based multiscale approach for automatic estimation of a suitable 3D ROI for model fitting. Also, we describe the SH intensity model in more detail and present improvements on the computational efficiency. In addition, we have conducted a more comprehensive performance evaluation, in particular, we included a validation study based on 3D synthetic image data. We also successfully applied the approach to real 3D static and 3D dynamic image data and compared the results with previous approaches.

This paper is organized as follows. In Section 2, we introduce our 3D SH intensity model for representing the 3D shape and intensities of heterochromatin foci. Section 3 describes the approach for automatic 3D foci segmentation based on 3D model fitting. In Section 4, we present our approach for 3D shape analysis based on the SH expansion coefficients determined by model fitting. Experimental results for synthetic and real 3D image data are presented in Section 5. Finally, in Section 6 we discuss and conclude the work.

2. 3D spherical harmonics intensity model

In this section, we introduce a 3D spherical harmonics (SH) intensity model for analytic representation of the shape and intensities of heterochromatin foci in 3D microscopy images. First, we describe the 3D SH shape model (Section 2.1), and then we formulate a 3D SH intensity model (Section 2.2). The 3D SH intensity model provides the basis for both automatic 3D foci segmentation (Section 3) and 3D foci shape analysis (Section 4).

2.1. 3D spherical harmonics shape model

We represent the 3D shape of fluorescent foci using a spherical harmonics series expansion. Spherical harmonics (SH) form a complete set of basis functions defined on the sphere, enabling spherical functions to be expanded into a series of weighted SH. The complex-valued SH basis functions of degree \( l \) and order \( m \) are defined by (e.g., (Arfken et al., 2005))

\[
Y^m_l(\theta, \varphi) = N^m_l p^m_l(\cos \theta) \cdot e^{im\varphi}
\]

(1)

where \( p^m_l(\cdot) \) is an associated Legendre polynomial (see Appendix A), \( \theta \in [0, \pi] \) and \( \varphi \in [0, 2\pi] \) are the inclination and azimuth angles, respectively, and \( i = \sqrt{-1} \) is the imaginary unit. The normalization coefficients \( N^m_l \) are chosen such that the SH basis functions are orthonormal with respect to \( \theta \) and \( \varphi \) (Arfken et al., 2005). In our application, we assume the spherical region \( F \) of a fluorescent focus to be star-shaped, i.e., a point \( x_0 \in F \) exists such that each ray originating from \( x_0 \) intersects the surface of \( F \) once. If \( x_0 \) is the origin of a spherical coordinate system, then the surface of \( F \) can be described by a 3D radius function \( r(\theta, \varphi) \).

Using (1), \( r(\theta, \varphi) \) can be written as a SH expansion of the form

\[
r(\theta, \varphi, \mathbf{c}) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} c^m_l \cdot Y^m_l(\theta, \varphi)
\]

(2)

where \( \mathbf{c} = (c_0, \ldots, c^m_l)^T \) denotes the vector of expansion coefficients, i.e., the weights of the SH basis functions. For more information about the mathematical foundations of SH and SH series expansion, see, for example, Courant and Hilbert (Courant et al., 1953), Arfken et al. (Arfken et al., 2005). Since the radius of foci is real-valued, we employ the real-valued SH basis functions (Courant et al., 1953)

\[
Y^m_l(\theta, \varphi) = \begin{cases} 
\sqrt{2N^m_l} p^m_l(\cos \theta) \cos(m\varphi) & m > 0 \\
N^m_l p^m_l(\cos \theta) & m = 0 \\
\sqrt{2N^m_l} l|m| p^m_l(\cos \theta) \sin(|m|\varphi) & m < 0
\end{cases}
\]

(3)

Analogously, we distinguish between three cases of the expansion coefficients \( c^m_l \):

\[
c^m_l = \begin{cases} 
a^m_l & m > 0 \\
b^m_l & m = 0 \\
b^m_l & m < 0
\end{cases}
\]

(4)

Based on (3) and (4), and by defining a maximum series degree \( l_{\text{max}} \), the foci radius function \( r(\theta, \varphi) \) can be rewritten as the truncated real-valued SH expansion

\[
r_{\text{SH}}(\theta, \varphi, \mathbf{a}, \mathbf{b}) = \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} a^m_l n^m_l p^m_l(\cos \theta) \cos(m\varphi) + b^m_l n^m_l p^m_l(\cos \theta) \sin(|m|\varphi)
\]

(5)

In the remainder of the paper, we use the more compact notation \( r_{\text{SH}}(\theta, \varphi, \mathbf{a}, \mathbf{b}) \) for the SH shape model in (5). A specific 3D shape can be modeled by adjusting the coefficient vectors \( \mathbf{a} = (a^0_0, \ldots, a^{l_{\text{max}}} )^T \) and \( \mathbf{b} = (b^0_0, \ldots, b^{l_{\text{max}}} )^T \). With increasing value of \( l_{\text{max}} \), the number of SH basis functions, given by \( (l_{\text{max}} + 1)^2 \), also increases and more complex shapes can be described. Fig. 2 shows the influence of different coefficients on the SH shape model. In this example, we used \( a^0_0 = 10 \) and the coefficients displayed below the subfigures, while all other coefficients were set to zero.

2.2. 3D parametric intensity model

The real-valued SH expansion in (5) describes the radius of a star-shaped object and can represent the 3D shape of a heterochromatin focus in confocal microscopy images. To include information about the signal intensities in the vicinity of a focus, we can formulate an ideal step-shaped 3D intensity model

\[
g_{\text{SH, ideal}}(\mathbf{x}) = \begin{cases} 1 & \text{if } 0 \leq r \leq r_{\text{SH}}(\theta, \varphi) \\
0 & \text{otherwise}
\end{cases}
\]

(6)

where \( \mathbf{x} = (x, y, z)^T \) denotes the 3D position and \( r = r(\mathbf{x}) \) denotes the radius at \( \mathbf{x} \). Note that \( g_{\text{SH, ideal}} \) is evaluated using Cartesian coordinates \( \mathbf{x} \), thus facilitating the computation of the model intensity value at an image position for model fitting. The spherical parameters \( r, \theta, \varphi \) for computation of \( g_{\text{SH, ideal}} \) and \( r_{\text{SH}}(\theta, \varphi) \) are defined by

\[
r(\mathbf{x}) = \sqrt{x^2 + y^2 + z^2} \\
\theta(\mathbf{x}) = \cos^{-1} \left( \frac{z}{\sqrt{x^2 + y^2 + z^2}} \right) \\
\varphi(\mathbf{x}) = \tan^{-1} \left( \frac{y}{x} \right).
\]

(7)
However, the intensity profiles of heterochromatin foci in our image data cannot be well represented by an ideal step-shaped model. This is due to the blurring effect of the imaging process described by the PSF of the microscope. Previous work demonstrated that the 3D PSF of confocal microscopes can be well modeled by a 3D Gaussian function (e.g., [Thomann et al., 2002]). Hence, to represent the foci intensities more accurately, we use a convolution of \( g_{SH, \text{ideal}} \) with a 3D Gaussian function

\[
G^3(x) = \left( \frac{1}{\sqrt{2\pi} \sigma} \right)^3 \exp \left( -\frac{x^2 + y^2 + z^2}{2\sigma^2} \right),
\]

specified by the standard deviation \( \sigma \). Since a closed-form solution to the convolution of \( g_{SH, \text{ideal}} \) with a 3D Gaussian function \( G^3 \) is not known, we approximate the solution using a convolution with a 1D Gaussian function \( G^1 \) along 1D lines, which yields the 3D SH intensity model

\[
g_{SH}(x) = \Phi_0 \left( t + r_{SH}(\pi - \theta, \varphi + \pi) \right) - \Phi_0 \left( t - r_{SH}(\theta, \varphi) \right),
\]

where \( \Phi_0(x) = \Phi \left( \frac{x}{\sigma} \right) \) is the Gaussian error function with

\[
\Phi(x) = \int_{-\infty}^{x} G^1(\xi) d\xi = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \xi^2 \right) d\xi.
\]

Consider a point \( x \) where the model is evaluated, then \( g_{SH} \) represents the Gaussian smoothed 1D intensity profile along the line which intersects the model center and \( x \) (see Fig. 3). The full width at half maximum (FWHM) of the intensity profile is given by the 3D coordinates \( (r_{SH}(\theta, \varphi), \theta, \varphi)^T \) and \( (r_{SH}(\pi - \theta, \varphi + \pi), \pi - \theta, \varphi + \pi)^T \), i.e., the intersection points of the line with the 3D surface of the heterochromatin focus. If \( x \) is located close to the model center, \( g_{SH} \in [0, 1] \) is close to 1. If \( x \) is located outside the FWHM (outside the surface), \( g_{SH} \) approaches zero. We further include a 3D translation \( x_0 = (x_0, y_0, z_0)^T \) to model the global position of the foci within the image, as well as background and foreground intensity levels \( a_0 \) and \( a_1 \) to obtain the final 3D SH intensity model

\[
g_{SH}(x) = a_0 + (a_1 - a_0)g_{SH}(x - x_0)
\]

where \( p \) represents the model parameter vector

\[
p = (a, b, a_0, a_1, \sigma, x_0)^T.
\]

The total number of model parameters depends on \( l_{max} \) and is given by \( |p| = (l_{max} + 1)^2 + 6 \). In comparison to other parametric shape models (e.g., based on ellipsoids [Wörz et al., 2006]), additional parameters to represent, for example, rotation, bending, or tapering are not required, since the SH coefficients encode all shape information including the 3D orientation (see Fig. 2).

### 3. Automatic 3D foci segmentation

In this section, we describe how the spherical harmonics (SH) intensity model in (11) is utilized for 3D segmentation of heterochromatin foci. The segmentation approach is fully automatic and consists of four steps detailed below. First, 3D foci detection is performed to obtain coarse foci positions. Second, the size of the foci is estimated to determine the 3D region-of-interest (ROI) for model fitting. Using the results of foci detection and ROI size determination, the 3D SH intensity model is initialized for each detected focus. By solving a least-squares minimization problem, the model is then fitted to the image intensities and optimal values of the model parameters are determined. Example results of different processing steps are shown in Fig. 4.

#### 3.1. 3D detection of heterochromatin foci

For automatic initialization of the 3D SH intensity model, we detect the position of heterochromatin foci by searching for local intensity maxima within \( 7 \times 7 \times 7 \) cubic ROIs. The size of the ROIs was chosen in accordance with the smallest foci in our 3D image data. Using larger ROIs generally increases the number of false negatives. We denoise the image beforehand using a 3D Gaussian filter with standard deviation \( \sigma_d \) and suppress background pixels with intensities below a clipping threshold. Since the foci contrast varies for different cell nuclei and images, an optimal clipping threshold for each cell nucleus is automatically computed based on the 3D intensity histogram \( h_i \) of the \( i \)th nucleus by \( T_{clip,i} = \mu_i + C_i \cdot \sigma_i \), where \( \mu_i \) and \( \sigma_i \) denote the mean and standard deviation of \( h_i \), respectively, and \( C_i \) is a constant. For the standard deviation of the Gaussian filter \( \sigma_d \) and the constant \( C_i \) we used fixed values for all images in an experiment (e.g., we used \( \sigma_d = 1.75 \) and \( C_i = 1 \) for the image in Fig. 4). Smaller values of \( \sigma_d \) and \( C_i \) lead to a better detection of small and dark foci and reduce the number of false negatives, however, more false positives occur if the values are chosen too small. In our experiments, we found a good compromise for \( \sigma_d \) and \( C_i \) based on visual inspection of the detection result for heterochromatin foci in several cell nuclei. To determine the 3D intensity histogram of a cell nucleus, we perform cell nucleus segmentation by 3D multilevel Otsu thresholding with prior 3D Gaussian filtering (we used a standard deviation of \( \sigma_d = 3 \)) and hole filling. To separate touching nuclei, we use a distance transform and a watershed transform. Example results of nucleus segmentation and foci detection are shown in Fig. 4b.

#### 3.2. Determination of 3D regions-of-interest for model fitting

The size of the 3D ROI used for model fitting influences the success of the fitting process and the segmentation accuracy. If the ROI is too large, neighboring foci can have a negative influence on the fitting result. If the ROI is too small (e.g., smaller than the heterochromatin focus itself), we might not include enough image information and model fitting may become unreliable. Since the size of the heterochromatin foci varies significantly, it is not appropriate to use a constant ROI size for all foci. In our previous work (Eck et al., 2013, Eck et al., 2014), we addressed this by repeated model fitting using a range of different ROIs (starting from a user-defined minimum ROI radius), and used the segmentation result of the smallest ROI for which model fitting was successful. However, in the case of the SH intensity model, this scheme does not always yield good segmentation results. Hence, we propose a different strategy based on a multiscale approach, which yields more...
accurate segmentation results. The approach was previously used in Frangi et al. (Frangi et al., 1998) for enhancement of tubular structures in medical image data, and in Jaeger et al. (Jaeger et al., 2010) for blob detection in microscopy images of subcellular structures. Here, we utilize the approach to determine a suitable ROI for model fitting based on the size of a heterochromatin focus using the intensity information in the neighborhood of the detected focus position. To analyze the image intensities \( g(\mathbf{x}) \), we compute the Hessian matrix \( H(g, \sigma_z)(\mathbf{x}) \) for the scale \( \sigma_z \). For calculating the required second order partial derivatives in \( H(g, \sigma_z)(\mathbf{x}) \), we use convolutions with Gaussian derivative filters. For example, for the first element we use

\[
g(\mathbf{x}) = \frac{\partial^2}{\partial \mathbf{x}^2} G_{3D}^\sigma(\mathbf{x})
\]

with the 3D Gaussian function \( G_{3D}^\sigma(\mathbf{x}) \) in (8). We then compute the ratio

\[
B(\mathbf{x}, \sigma_z) = \frac{|\lambda_3(\mathbf{x}, \sigma_z)|}{\sqrt{|\lambda_1(\mathbf{x}, \sigma_z)\lambda_2(\mathbf{x}, \sigma_z)|}}
\]

where \( \lambda_k \) denotes the kth eigenvalue of the Hessian matrix sorted by their magnitude in descending order \( (|\lambda_1| \geq |\lambda_2| \geq |\lambda_3|) \) (Frangi et al., 1998). \( B(\mathbf{x}, \sigma_z) \) is large if the 3D neighborhood of \( \mathbf{x} \) forms a blob-like structure with a radius of about \( \sigma_z \). In our case, the radius of a heterochromatin focus is determined as the scale \( \sigma_z \) for which \( B(\mathbf{x}, \sigma_z) \) is maximal. However, \( \sigma_z \) is not a good choice for the size of the ROI, since the model represents foreground as well as background intensities, and therefore model fitting is more accurate for larger ROIs which contain more image background. A better choice is using a ROI radius which is twice as large as \( \sigma_z \) and can be computed by

\[
\hat{R}_{ROI} = \arg \max_{R_{min} \leq R \leq R_{max}} B(\mathbf{x}, \frac{R}{2})
\]

where \( R_{ROI}, R_{min}, \) and \( R_{max} \) are integer values given in voxels. \( R_{min} \) and \( R_{max} \) are chosen based on the expected range of foci sizes and remain fixed for all images in an experiment (e.g., we used \( R_{min} = 4 \) and \( R_{max} = 11 \) for the image in Fig. 4). To account for the typical anisotropic resolution in microscopic image data (in confocal microscopy images, the resolution in z-direction is typically lower than within the xy-plane), we scale \( \hat{R}_{ROI} \) in z-direction according to the voxel resolution, so that the same physical sizes are considered. We thus use a fitting ROI of ellipsoidal shape with semi-axes \( R_{ROI} = (\hat{R}_{ROI}, \frac{\hat{R}_{ROI}}{\sqrt{2}}, \frac{\hat{R}_{ROI}}{\sqrt{2}}) \), where \( \sqrt{2} \) is the ratio between the physical voxel sizes in x- and z-direction. Note that compared to Frangi et al. (Frangi et al., 1998) and Jaeger et al. (Jaeger et al., 2010), where the Hessian-based analysis is performed for each voxel, in our approach we analyze the image intensities only at the detected foci positions which significantly reduces the computation time.

3.3. Model initialization

The parameter vector \( \mathbf{p} \) in (12) of the SH intensity model is automatically initialized in the following way. The translation
parameters \( x_0 \) are initialized using the detected foci positions (see Section 3.1). The size and 3D shape of the model are controlled by the SH coefficients \( a^m_l \) and \( b^m_l \). We initialize the model with the shape of a sphere by setting all SH coefficients to zero except \( a^0_0 \) which determines the radius of the sphere (the radius is given by \( N^0_0(x_0) \)). To initialize \( a^0_0 \), we use the estimated size of the foci (see Section 3.2). The parameter \( \sigma \) is initialized based on the blurring observed in the image data. We used \( \sigma \in [0.5, 1.0] \) in our experiments. The foreground intensity \( a_1 \) is initialized with the maximal intensity value within a radius of two voxels around the detected focus position \( x_0 \). We found that using the maximal intensity value is more robust to image noise than, for example, using the intensity value at the detected focus position. The background intensity \( a_0 \) is initialized with the minimal intensity value within the fitting ROI.

3.4. 3D least-squares model fitting

To determine the model parameters \( p \) in (12), the 3D SH intensity model \( g_{\text{SH}}(x, p) \) in (11) is directly fitted to the image intensities \( g(x) \) by solving a least-squares minimization problem. In contrast to other approaches using SH models, our approach does not require additional image features (e.g., image gradients (Székely et al., 1996, Kelemen et al., 1996) or region-based terms (Baust et al., 2010)) to estimate the model parameters. Instead, we directly exploit the intensity information within ellipsoidal ROIs at the detected positions of the foci, using the objective function

\[
\chi^2(p) = \sum_{x \in \text{ROI}} (g_{\text{SH}}(x, p) - g(x))^2 \longrightarrow \min.
\]

For minimization we use the method of Levenberg and Marquardt (Marquardt et al., 1963) which incorporates first order partial derivatives of \( g_{\text{SH}} \) with respect to the model parameters \( p \). All partial derivatives of \( g_{\text{SH}} \) have been derived analytically and are provided in Appendix B. The minimization is performed for each detected heterochromatin focus. For large values of \( l_{\text{max}} \), fitting all model parameters \( p = (a, b, a_1, a_2, \sigma, x_0)^T \) at once can render the fitting process unstable. In addition, it is advantageous for 3D shape analysis if a geometric reference point such as the center of mass \( x_m \) is used for the model center \( x_0 \) (see also Section 4). To improve the robustness of model fitting and to align \( x_0 \) with \( x_m \), we use a stepwise procedure for estimating the model parameters which consists of multiple fitting phases. In the first phase, we estimate the position \( x_0 \) and the SH coefficients up to the second degree, while fixing all other parameters. This allows translation, scaling, and low-frequency shape deformations of the model and yields a first approximation of the 3D shape of a focus. In the second phase, we additionally estimate the intensity parameters \( a_0 \) and \( a_1 \) and the higher-degree SH coefficients to allow more complex shape deformations of the model and to accurately capture the 3D shape of a focus. Fig. 5 demonstrates how the 3D shape evolves during the first and second fitting phase for a heterochromatin focus in a real 3D image. Based on the result of the second phase, we compute \( x_m \) and set \( x_0 = x_m \). We then repeat the second fitting phase while fixing \( x_0 \). In the final fitting phase, we determine the smoothing parameter \( \sigma \) while fixing all other parameters.

3.5. Improvement of the computation time

In the following, we describe improvements of the proposed approach which reduce the computation time. For model fitting according to (16), in each iteration of the minimization, the 3D SH intensity model in (11) is evaluated at every position \( x \) of the 3D ROI. In a typical example, the minimization requires 25 iterations and a ROI with semi-axes \( \mathbf{R} = (10, 10, 7)^T \) is used, and thus (11) is evaluated about 80,000 times. To reduce the computation time we can exploit the fact that the normalization coefficients \( N^m_l \) in (5) do not depend on \( x \) and thus can be computed in advance. In addition, for efficient computation of the higher-order associated Legendre polynomials \( P^m_l(x) \) in (5), well-known recurrence formulas can be used (e.g., (Arfken et al., 2005)). Likewise, \( \cos(m \varphi) \) and \( \cos(m \varphi) \) in (5) can be efficiently computed for \( m > 2 \) using the following trigonometric relations (recurrence formulas for Chebyshev polynomials and related relations in, e.g., (Arfken et al., 2005))

\[
\cos(m \varphi + \pi) = -\cos(m \varphi) \quad \text{if } m \text{ is odd}
\]

\[
\cos(m \varphi) \quad \text{if } m \text{ is even}
\]

and analogous for \( \sin(m \varphi + \pi) \), as well as

\[
P^m_l(\cos(\pi \theta)) = \begin{cases} (-1)^m P^m_l(\cos \theta) & \text{if } (l + m) \text{ is odd} \\ P^m_l(\cos \theta) & \text{if } (l + m) \text{ is even} \end{cases}
\]

can be used. Overall, using the improvements in (17), (18), and (19), we achieve a reduction of the computation time of about 25%.

4. 3D foci shape analysis

In this section, we describe how the 3D shape of heterochromatin foci can be analyzed based on the 3D SH intensity model \( g_{\text{SH}}(x, p) \) in (11). By fitting the 3D SH intensity model to the image data, the SH coefficients \( a^m_l \) and \( b^m_l \) are automatically determined. Depending on the degree \( l \), the coefficients \( a^m_l \) and \( b^m_l \) control the influence of the SH basis functions of different frequencies and thus contain information about the frequency components which determine the 3D shape of the fitted heterochromatin focus (see also Fig. 2). However, the 3D shape of a focus can be well represented by different combinations of \( a^m_l \) and \( b^m_l \), and the model center \( x_0 \). For example, \( x_0 \) could be chosen at the center of mass or at the border of a focus, and for both cases different coefficients \( a^m_l \) and \( b^m_l \) exist that well represent the focus. To avoid such ambiguity, we use the center of mass \( x_m \) for the model center \( x_0 \) (see also Section 3.4). Furthermore, the values of \( a^m_l \) and \( b^m_l \) depend on the
size and rotation of a focus. To solely describe 3D shape properties, and to enable shape comparison between different foci, we use a SH shape descriptor for $S_{\text{M, SH}}$ which reads as

$$s(l) = \sum_{m=0}^{l} |\tilde{a}_m|^2 + \sum_{m=1}^{\infty} |\tilde{b}_m|^2$$

where $\tilde{a}_m = a_m^B/a_B^0$ and $\tilde{b}_m = b_m^B/a_B^0$ are the size normalized SH coefficients, i.e., $a_0$ and $b_0$ do not change when changing the size of $S_{\text{M, SH}}$. $s(l)$ denotes the energy of the SH function at different degrees $l$. Since this energy does not change when $S_{\text{M, SH}}$ is rotated, $s(l)$ is a rotationally invariant shape descriptor (Kazhdan et al., 2003, Gu et al., 2004). Thus, $s(l)$ does not depend on the size and rotation of a focus.

For each heterochromatin focus $f$, we compute the vector $s_f = \{s_f(1), s_f(2), \ldots, s_f(l_{\text{max}})\}$ consisting of values of the shape descriptor $s(l)$ for different degrees $l$. Heterochromatin foci with a sphere-like shape have relatively small values of $s(l)$. Foci with an ellipsoid-like shape have large values for $s(2)$. Foci with more complex shape characteristics have relatively large values of $s(l)$ for $l \in [2, l_{\text{max}}]$ and hence can be distinguished from foci with simpler shape. Fig. 6 shows examples of 3D shapes and corresponding values of $s(l)$ for four foci from real 3D microscopy image data.

5. Experimental results

To analyze the performance of our approach, we used 3D synthetic and 3D real static image data, as well as 3D real dynamic time-lapse images.

5.1. Synthetic 3D image data

We generated the 3D images for our synthetic experiments based on manual binary segmentations of heterochromatin by biological experts. This has the advantage that realistic 3D shapes are employed. We used 18 foci with different size and shape characteristics. The foreground and background intensities of the synthetic data were set to $a_1 = 100$ and $a_0 = 30$, respectively. To simulate the blurring of the imaging system, we applied a 3D Gaussian filter with standard deviation $\sigma = 0.75$ which yields an intensity profile typical for the heterochromatin foci in our real 3D image data.

In addition, to evaluate the robustness of our approach to image noise, we used different levels of additive Gaussian noise specified by the standard deviations $\sigma_n = 0.5, 10, 20, 30, 40, 50$. The corresponding signal-to-noise ratios (SNRs) are given by $\text{SNR} = (a_1 - a_0)/\sigma_n = \infty, 14.0, 7.0, 3.5, 2.3, 1.8, 1.4$. In total, we used 126 synthetic 3D images.

In the first synthetic experiment, we examined how the choice of the parameter $l_{\text{max}}$ (which specifies the maximum SH degree and thus the overall number of model parameters) affects the segmentation performance of our approach. As $l_{\text{max}}$ increases, the SH intensity model can represent more shape details but model fitting becomes less robust and computationally more expensive. As performance measure we used the Dice coefficient $D(G,S) = 2|G \cap S|/|G| + |S|$, where $G$ and $S$ denote the binary volumes of the synthetic ground truth and the segmentation result, respectively. Fig. 7 shows the mean Dice coefficient $\bar{D}$ (averaged over all considered 18 foci) as a function of the noise level $\sigma_n$. Our results show that $\bar{D}$ is relatively low if $l_{\text{max}} \leq 3$, because foci of complex 3D shape cannot be represented well. In contrast, higher values of $l_{\text{max}}$ allow representing more shape details and yield better results for low noise levels ($\sigma_n \leq 20$), however, for $l_{\text{max}} \geq 7$, $\bar{D}$ decreases significantly for high noise levels ($\sigma_n \geq 30$). Hence, we identified $l_{\text{max}} = 4.5.6$ as a good choice for most foci in our experiments, since a relatively high accuracy is obtained and the result is relatively stable for high noise levels. For relatively small foci (volume smaller than 200 voxels), $l_{\text{max}} = 3$ is a good choice, because such foci generally exhibit few shape details and a relatively small ROI is used for fitting.

In the second experiment, we compared the results of our approach using $l_{\text{max}} = 5$ with three other approaches: 1) 3D Gaussian model fitting (Wörz et al., 2010) (GAUSS); 2) multiscale decomposition using undecimated wavelet transform and thresholding of the wavelet bands (Olivio-Marín et al., 2002) (UDWT) implemented in the software Icy (de Chaumont et al., 2012), which was previously used, for example, for segmentation of endosomes or centrosomes in cells (Pop et al., 2013); and 3) top-hat transform and Yen thresholding Yen et al. (Yen et al., 1995) (THH+Y), which was proposed for segmentation of heterochromatin foci in Cantaloube et al. (Cantaloube et al., 2012). Our approach based on the SH intensity model is denoted as SHIM in the following. Since THH+Y yielded a relatively large number of false positives and holes within the foci volumes, foci smaller than 15 voxels were excluded and hole filling was applied to improve the segmentation.

Fig. 8 shows for all approaches maximum intensity projections (MIPs) of the 3D segmentation results for one focus for different noise levels $\sigma_n$. Fig. 9 gives the mean Dice coefficients $\bar{D}$ (averaged over all 18 foci) as a function of $\sigma_n$. Our results show that GAUSS is robust to noise, however, it fails to capture fine shape details and thus yields smaller values of $\bar{D}$ compared to the other approaches.
for low noise levels \((\sigma_n < 20)\), TH+Y yields relatively good values for low noise levels, but \(D\) degrades significantly for \(\sigma_n \geq 20\). UDWT yields relatively good results for most foci if \(\sigma_n \leq 30\), however, the volume of some relatively large foci is underestimated, and \(D\) degrades for \(\sigma_n > 30\). SHIM yields the best overall result, it can cope well with shape details, and relatively large values of \(D\) for all noise levels are obtained.

5.2. Real 3D static microscopy image data

We also applied our approach to real 3D static microscopy images of mouse embryonic fibroblast cells from two experiments. In the first experiment, we evaluate the segmentation performance of our approach for heterochromatin foci in two-channel 3D image data. In the second experiment, we investigate our approach for 3D shape characterization of foci from different cell lines.

5.2.1. Automatic segmentation of heterochromatin foci in two-channel 3D image data

We applied our approach to 524 real 3D two-channel microscopy images (512 \(\times\) 512 \(\times\) 41 voxels). Foci in the DAPI channel mark DNA-dense regions (i.e., pericentric heterochromatin) and foci in the HP1\(\alpha\) channel mark high concentrations of heterochromatin protein 1\(\alpha\) (Fig. 1). To cope with the strongly varying size of the foci, we distinguish between small and large foci and use a series degree \(l_{\text{max}}\) of 3 and 5, respectively. For comparison, we also applied two other approaches based on parametric intensity models: GAUSS and an approach based on a combination of region-adaptive segmentation and 3D Gaussian model fitting (Eck et al., 2012) (RA+GA). For small foci, GAUSS yielded relatively good results, however, it fails to accurately segment large foci of irregular shape. RA+GA generally yields decent results, but does not cope well with intensity inhomogeneities in the cell nucleus, e.g., relatively dark foci pixels were not segmented. In comparison, our approach based on the 3D SH intensity model (SHIM) copes well with foci of different sizes and highly irregular shapes and yields a better overall result. We also compared the results to the UDWT and the TH+Y approach. As for the synthetic experiments, exclusion of small foci and hole filling was performed for TH+Y. The results after these additional steps were relatively good for most foci, however, over- and under-segmentation occurred in the case of high image noise. UDWT yielded good results, but segmentation was less accurate compared to RA+GA and SHIM. Fig. 10 shows examples for the results of all 3D segmentation approaches in the HP1\(\alpha\) and DAPI channels.

To quantify the segmentation accuracy, we computed the Dice coefficient between the 3D segmentation results and expert ground truth. We also computed the Hausdorff distance

\[
H(G, S) = \max\{h(G, S), h(S, G)\},
\]

\[
h(G, S) = \max_{g \in G, s \in S} |g - s|,
\]

where \(G\) and \(S\) denote the binary volumes of the expert ground truth and the segmentation result, respectively, \(g\) denotes an image position inside \(G\), and \(s\) denotes an image position inside \(S\). To establish the ground truth, two expert observers manually segmented 243 foci volumes from four two-channel 3D images. For each automatic approach we experimentally determined a best set of parameters and used them for the whole data. Mappings between the foci in the ground truth and the automatic results were determined in 3D based on the minimum distance of the centers of mass. Table 1 shows mean values \(\overline{D}\) and standard deviations \(\sigma_D\) of the Dice coefficient \(D\) for foci in the HP1\(\alpha\) and DAPI microscopy channel as well as for all foci. It can be seen that the proposed approach (SHIM) yielded better results than previous approaches compared to the ground truth of both experts. For example, using the ground truth of the first expert, SHIM yields \(\overline{D} = 0.712\) and \(\overline{D} = 0.671\) for the HP1\(\alpha\) and DAPI channel, respectively. The other approaches yield values of \(\overline{D} \in [0.591, 0.666]\) and \(\overline{D} \in [0.477, 0.609]\), thus SHIM leads to an improvement of 7\% to 20\% for HP1\(\alpha\) and 10\% to 40\% for DAPI. Using the ground truth of the second expert, the improvement is 4\% to 23\% for HP1\(\alpha\) and 7\% to 98\% for DAPI. Table 2 shows mean values \(\overline{H}\) and standard deviations \(\sigma_H\) of the Hausdorff distance \(H\) for foci in the HP1\(\alpha\) and DAPI channel as well as for all foci. Using the ground truth of the first expert, SHIM leads to an improvement of 6\% to 15\% for HP1\(\alpha\) and 15\% to 44\% for DAPI. Using the ground truth of the second expert, the improvement is 10\% to 25\% for HP1\(\alpha\) and 8\% to 43\% for DAPI. Depending on the ground truth data and the microscopy channel, either RA+GA or UDWT yield the second best result for \(\overline{D}\) and \(\overline{H}\). Compared to each of the second best results for \(\overline{D}\), SHIM leads to an improvement of 7\% or 8\% (for all foci, see third row in Table 1) using the ground truth of the first or second expert, respectively. Compared to each of the second best results for \(\overline{H}\), SHIM leads to an improvement of 8\% of 12\% (for all foci, see third row in Table 2). Since manual 3D segmentation is difficult and the foci volumes are relatively small (e.g., compared to nucleus volumes), relatively small differences between the segmentation result and the ground truth significantly decrease \(\overline{D}\), and inter-observer variabilities of \(\overline{D} \in [0.4, 0.75]\) are typical. For example, dilating a typical 3D segmentation result of a medium-sized focus (volume of 296 voxels)
by 1 voxel and comparing the dilated result with the original result yields $D = 0.493$. In our experiments, the mean inter-observer variability for HP1$\alpha$ and DAPI was $\overline{D} = 0.651$ and $\overline{D} = 0.595$, respectively (see Table 1, third column). Thus, the results of SHIM are in the range of the inter-observer variability or even better. Analogously, the same holds true for the Hausdorff distance $H$. The computation time of our approach (implemented in C/C++) depends on the number of foci, the size of the ROI for model fitting, and the number of model parameters (which depends on $l_{\text{max}}$).

For example, for a 3D two-channel image ($512 \times 512 \times 41$ voxels) with 554 foci (both channels) in 8 cell nuclei, the computation time was about 3 min on an Intel Xeon CPU (2.67 GHz) running Linux.

5.2.2. Segmentation and shape analysis of heterochromatin foci in a knockout experiment

We also applied our approach to real 3D image data of a gene knockout study on how the Suv4-20h1/h2 histone methyl
transfersases influence the structure of heterochromatin. A total of 17 3D microscopy images of mouse cells were analyzed using fixed segmentation parameters (and $l_{\text{max}} = 5$): 8 images of wild-type nuclei and 9 images of Suv4-20h1/h2 double-knockout nuclei (3–5 nuclei per image, image size of 1024 × 1024 × 48 to 1024 × 1024 × 82 voxels). Visual inspection of the image data by biological experts indicated that foci in some of the knockout nuclei have a more complex 3D shape than foci in wild-type nuclei. Fig. 11 shows examples of the image data as well as 3D segmentation results for one wild-type and one knockout nucleus, where such shape differences have been observed. It can be seen that the foci were well segmented and their 3D shape is captured well by the 3D SH intensity model. For the same nuclei, quantitative results of the shape descriptor $s(l)$ for different SH degrees $l = 2, 3, 4, 5$ are shown as box plots in Fig. 12. In agreement with the observations of the experts, the quantified values of $s(l)$ are larger for the knockout nucleus (right boxes) than for the wild-type (left boxes). To determine whether the difference between the two distributions of $s(l)$ is statistically significant, we ranked the shape descriptor samples to account for the non-normality of the distributions, and conducted a Welch’s $t$-test (unequal variances $t$-test) for each degree $l$. The test showed that for $l = 2, 3, 4, 5$ the difference between the average values of $s(l)$ of the wild-type and knockout nucleus is significant ($p$-values of 3.78e-07, 2.10e-03, 1.36e-06, and 5.59e-08).

5.3. Real 3D dynamic microscopy image data

In addition, we applied our approach to nine 3D dynamic time-lapse image sequences of mouse embryonic fibroblast cell nuclei (image size of 150 × 150 × 59 to 150 × 150 × 101 voxels, 10 minutes time interval, 15 to 90 time steps). Despite the relatively high level of image noise, we obtained good segmentation results using fixed parameters for all time steps of an image sequence (we used $l_{\text{max}} = 4$). As an example, Fig. 13 shows 3D segmentation results for a cell nucleus at four consecutive time steps. Note that the very small marked regions (e.g., for $t = 13$ and $t = 16$) correspond to topmost or lowermost planes of a segmented focus. To analyze 3D shape changes over time, we computed the shape descriptor $s(l)$ in (20) based on the 3D segmentation result. Fig. 14 shows renderings of the 3D shapes of two foci marked by the circles at time step $t = 13$ in Fig. 13 (top) and corresponding values of the shape descriptor $s(l)$ for different SH degrees $l = 2, 3, 4$ (bottom). The shape of the focus in the first row (red) is sphere-like and undergoes minor changes over time. Thus, $s(l)$ is relatively constant. The elongation of the focus at time steps 6 to 7 and time steps 11 to 14 is reflected by an increase of $s(2)$. The shape of the focus in the second row (blue) is more complex (irregular) and undergoes significant changes. This is well reflected by $s(3)$ and $s(4)$, for example, in time steps 12 to 17 where the shape of the focus evolves towards a sphere-like shape. This suggests that the shape descriptor can be exploited to analyze shape changes in 3D time-lapse image data.

---

Fig. 11. Results of 3D foci segmentation using the proposed 3D SH intensity model (SHIM) for a wild-type nucleus (top) and a Suv4-20h1/h2 double-knockout nucleus (bottom): (a) Original 3D image data shown as maximum intensity projections (MIPs), (b) contour overlays of the 3D SH intensity model shown as MIPs, (c) rendering of the 3D shapes of the fitted models, (d) enlarged rendering of the 3D shapes of the foci marked by the circles in (a)-(c).

Fig. 12. Results of 3D foci shape analysis: Box plots of the computed shape descriptor $s(l)$ for different SH degrees $l = 2, 3, 4, 5$ of all segmented foci shown in Fig. 11c. For each degree $l$, results for the wild-type nucleus are represented by the left box (orange) and results for the double-knockout nucleus are represented by the right box (blue). The values marked with a circle indicate the values of $s(l)$ of the two foci shown in Fig. 11d. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
different approaches, than with age and intensity.

Fig. 13. Results of 3D foci segmentation for real 3D dynamic microscopy image data using the proposed 3D SH intensity model (SHIM): Cross sectional views (xy- and zy-planes) at four consecutive time steps $t$ of the original 3D images overlaid with contours of the 3D segmentation result.

Fig. 14. Renderings of the 3D shape of heterochromatin foci (top) from real 3D dynamic microscopy image data as well as values of the shape descriptor $s(l)$ (bottom) for different degrees $l = 2$ (left), $l = 3$ (center), and $l = 4$ (right) as a function of time.

6. Conclusion

We have introduced a 3D model-based approach for automatic 3D segmentation of pericentric heterochromatin foci from 3D confocal light microscopy images. Our approach employs a novel 3D parametric intensity model based on a spherical harmonics (SH) expansion which analytically describes the 3D shape and intensities of the foci. To perform 3D foci segmentation, the 3D SH intensity model is directly fitted to the image intensities by solving a least-squares minimization problem. We have also presented an approach for 3D shape analysis of heterochromatin foci based on the segmentation result. To this end, a rotationally invariant shape descriptor is determined from the SH coefficients and used to characterize the 3D shape of the foci. For automatic determination of the 3D region-of-interest (ROI) for model fitting, we have presented a Hessian-based multiscale approach. We have also presented an approach for automatic initialization of the 3D SH intensity model. Our approach has been applied to synthetic 3D image data as well as to real 3D static and real 3D dynamic microscopy images. We have also performed a quantitative comparison with previous approaches. Our results for 3D synthetic image data demonstrate that the proposed approach copes better with the irregular 3D shapes of pericentric heterochromatin foci than previous model-based approaches for regular-shaped structures, and yields better results than previous non-model-based approaches, particularly for high levels of image noise. From our experimental results based on real 3D image data, it turned out that the proposed approach yields accurate results compared to ground truth and outperforms previous approaches. A main reason is that the SH expansion allows a more accurate 3D shape representation compared to previous model-based approaches using parametric intensity models. At the same time, exploitation of a priori knowledge about the shape and intensity of heterochromatin structures improves the robustness to image noise and low foci contrast compared to non-model-based approaches. Our results for real 3D image data illustrate how different biological questions can be addressed using our approach:

1. It enables accurate 3D segmentation of heterochromatin and associated proteins (Fig. 10). For example, in contrast to HP1α studied here, HP1β was found to localize differently with respect to heterochromatin (Mattout et al., 2015). Such differences can be quantified based on the 3D segmentation results of our approach.

2. 3D shape properties of heterochromatin foci can be quantified to assess the effect of chromatin modifiers, for example, the histone methylase Suv4-20h1/2 (Figs. 11 and 12).

3. Shape changes of heterochromatin foci over time can be quantified from dynamic 3D microscopy images (Figs. 13 and 14) and exploited to measure the kinetics of heterochromatin reorganization. Such experiments are essential to test predictions of theoretical mechanistic models that describe how epigenetic networks establish heterochromatin-mediated gene silencing in systems biology studies (Müller-Ott et al., 2014).

A limitation of our approach is that it assumes homogeneity of foreground and background intensities of the foci. If these assumptions are not met, for example, for foci located at the nucleus border, where several background intensities exist in the local neighborhood of the foci, the accuracy of model fitting is reduced. Our approach also assumes a relatively uniform blurring of the image intensities in all directions, which is the case in our 3D image data.
For other image data with highly non-uniform blurring, for example, significantly higher blurring in z-direction, our approach could be extended. Another issue is the choice of the maximum degree of the SH expansion. In our experiments we used values smaller or equal to five. For very large foci, for example, in microscopy images with a higher spatial resolution, using values larger than five could yield more accurate results, since more shape details are visible and can be captured. A topic of future work is the automatic selection of an optimal value for the maximum degree of the SH expansion based on the 3D image data. In future work, we will also apply our approach to different types of 3D image data.

Acknowledgment

This work was supported by the projects EpiSys (0315502) and CancerTelSys (01ZX1032) in the SysTec and e:Med programs of the German Federal Ministry of Education and Research (BMBF). We thank Dr. Qin Zhang (DKFZ Heidelberg, BioQuant, Division of Theoretical Systems Biology) for providing ground truth segmentation results.

Appendix A. associated Legendre polynomials

The associated Legendre polynomials are defined by (e.g., (Arfken et al., 2005))

$$P_m^n(x) = \frac{(-1)^m}{2^n!} \frac{\partial^m}{\partial x^m} \left( 1 - x^2 \right)^{\frac{m}{2}} \frac{\partial^{l-m}}{\partial x^{l-m}} (x^2 - 1)^l$$

(A.1)

To compute function values and first order derivatives of $P_m^n(x)$, we used the method described in Holmes and Featherstone (Holmes et al., 2002).

Appendix B. first order partial derivatives of the 3D spherical harmonics intensity model

The first order partial derivatives of the SH intensity model $g_{M,SH}(\mathbf{x}, \mathbf{p})$ (see (11) in Section 2.2) with respect to the model parameters $\mathbf{p} = (a, b, a_1, a_2, \sigma, \mathbf{x}_0)^T$ are given by

$$\frac{\partial g_{M,SH}}{\partial a_i} = (a_1 - a_0) \left( G_0(\mathbf{T}_1) \cos(m\phi)N_l^m p_m^n(\cos \theta) \right)$$

$$+ G_0(\mathbf{T}_2) \sin(m\phi)N_l^m p_m^n(\cos \theta)$$

$$+ \sigma \frac{\partial}{\partial \sigma} \left( G_0(\mathbf{T}_1) \cos(m\phi)N_l^m p_m^n(\cos \theta) \right)$$

$$+ \sigma \frac{\partial}{\partial \sigma} \left( G_0(\mathbf{T}_2) \sin(m\phi)N_l^m p_m^n(\cos \theta) \right)$$

$$+ \frac{\partial g_{M,SH}}{\partial a_0} = 1 - g_{SH}(a, b, \mathbf{x})$$

(B.1)

$$\frac{\partial g_{M,SH}}{\partial a_1} = g_{SH}(a, b, \mathbf{x})$$

(B.2)

$$\frac{\partial g_{M,SH}}{\partial a_2} = \frac{a_1 - a_0}{\sigma} \left( \mathbf{T}_2 G_0(\mathbf{T}_2) - \mathbf{T}_1 G_0(\mathbf{T}_1) \right)$$

(B.3)

where $\mathbf{h} = (h_x, h_y, h_z)^T$ denotes the relative 3D position with respect to $\mathbf{x}_0 = (x_0, y_0, z_0)^T$, i.e., $\mathbf{h} = \mathbf{x} - \mathbf{x}_0$, and

$$T_1 = r + r_{SH}(\theta_\xi, \phi_\xi)$$

(B.7)

$$T_2 = r - r_{SH}(\theta, \phi)$$

(B.8)

$$\frac{\partial T_1}{\partial x_0} = \frac{\partial r}{\partial x_0} + \frac{\partial r_{SH}(\theta_\xi, \phi_\xi)}{\partial x_0}$$

(B.9)

$$\frac{\partial T_2}{\partial x_0} = \frac{\partial r}{\partial x_0} - \frac{\partial r_{SH}(\theta, \phi)}{\partial x_0}$$

(B.10)

$$\theta_\xi = \pi - \theta$$

(B.11)

$$\phi_\xi = \phi + \pi$$

(B.12)

$$\mathbf{T} = \sqrt{2\pi} \mathbf{e}^{\mathbf{h}/\mathbf{T}}$$

(B.13)

To solve (B.9) and (B.10), the first order partial derivative of the radius function $r_{SH}(\theta, \phi)$ in (5) is required:

$$\frac{\partial r_{SH}(\theta, \phi)}{\partial x_0} = \sum_{l=0}^{\infty} \sum_{m=0}^{l} \left( \sin(\theta) a_l^m a_0^m \frac{\partial P_l^m(\cos \theta)}{\partial x_0} \frac{\partial}{\partial x_0} + \frac{\partial P_l^m(\cos \theta)}{\partial x_0} \frac{\partial}{\partial x_0} \right)$$

$$\times (-a_l^m \sin(m\phi) + b_l^m \cos(m\phi))$$

(B.14)

Note that $r = r(\mathbf{x})$, $\theta = \theta(\mathbf{x})$, and $\phi = \phi(\mathbf{x})$ depend on $\mathbf{x}_0$ (see (7)). The terms in (B.9), (B.10), and (B.14) are given by

$$\frac{\partial r}{\partial x_0} = \frac{h_x}{r} \mathbf{h}$$

(B.15)

$$\frac{\partial \theta}{\partial y_0} = -\frac{h_y}{r} \mathbf{h} \left[ 1 - \left( \frac{h_z}{r} \mathbf{h} \right)^2 \right]^{-\frac{1}{2}}$$

(B.16)

$$\frac{\partial \theta}{\partial y_0} = -\frac{h_y}{r} \mathbf{h} \left[ 1 - \left( \frac{h_z}{r} \mathbf{h} \right)^2 \right]^{-\frac{1}{2}}$$

(B.17)

$$\frac{\partial \phi}{\partial y_0} = \frac{1}{r} \mathbf{h} \left[ 1 - \left( \frac{h_z}{r} \mathbf{h} \right)^2 \right]^{-\frac{1}{2}}$$

(B.18)

$$\frac{\partial \phi}{\partial y_0} = \frac{1}{r} \mathbf{h} \left[ 1 - \left( \frac{h_z}{r} \mathbf{h} \right)^2 \right]^{-\frac{1}{2}}$$

(B.19)

$$\frac{\partial \phi}{\partial y_0} = \frac{1}{r} \mathbf{h} \left[ 1 - \left( \frac{h_z}{r} \mathbf{h} \right)^2 \right]^{-\frac{1}{2}}$$

(B.20)

$$\frac{\partial \phi}{\partial z_0} = 0$$

(B.21)
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